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1 Executive Summary

To have a deep understanding of networking protocols, it is necessary to construct

analytical models for them. Most protocols are designed and evaluated under a limited
set of environmental conditions. This approach does not allow the user to estimate the perfor-
mance of the network when exposed to di�erent settings. In order to predict how a protocol
works in a given (previously untested) circumstance, we need models.

We follow a bottom-up approach to build analytical models for the various proto-

cols developed by our consortium. Mitigating the impact of temperature and interference
requires a deep understanding at various levels. First, we had to model the phenomenon itself
(temperature or interference). Then, we had to model the impact of the phenomenon on our
hardware platforms. The required environmental and platform models were developed in WP1.
In this report we use those `low-level models' to derive the protocols' models.

Our models allow us to predict and adjust the performance of sensor networks

according to the current characteristics of the scenario. The models developed in our
consortium play a crucial role not only in estimating the performance of the network under
various settings, but also in exposing parameters that can be adjusted before and at runtime
to optimize the performance of the network. This multi-level approach allows us to connect
the `low level' characteristics of the environment and platform (WP1) with the `high level'
requirements of the application during runtime (WP3).

This report presents models for six protocols: four of them focus on overcoming

interference e�ects and the other two on temperature. Our models (i) describe how
nodes can adjust their packet sizes to avoid interference (estimation of packet reception rate);
(ii) optimize the number of channel checks performed under interference (radio energy predic-
tion); (iii) provide bounds for the performance of agreement protocols operating under various
interference patterns (JAG); (iv) capture the reliability of a multichannel protocol that avoids
interference (MicMAC); (v) quantify the delivery rate in networks a�ected by high tempera-
tures, and (vi) quantify the lifetime of networks.

Considering that the derivation of a model is intrinsically related to its validation,

this report merges the content of two planned deliverables in the Description of

Work (D2.2 and D2.3). The Validation and Veri�cation of each protocol, i.e., what would
have been D2.3 in the original plan, is clearly marked in each subsection of Chapters 3 and 4
as: �Validation and Veri�cation (D-2.3)�.

Copyright © 2015 RELYonIT consortium: all rights reserved page 7



2 Introduction

During the last decade, the deployments of wireless networks have been experiencing some
dramatic changes. On one hand, the explosive growth of wireless devices is crowding the radio
frequency spectrum and is leading to high levels of interference. This high interference reduces
the delivery rate of networks, increases their latency, and makes network performance very hard
to predict. On the other hand, more and more wireless networks are being deployed outdoors
without much infrastructure to protect them from their surrounding environment. We have
shown that temperature is an important environmental parameter that plays a major role �
a�ecting communication, timing, and battery lifetime.

Overcoming interference and temperature e�ects is hard because every scenario has a unique
setting that can not be predicted ahead of time: a big city close to the equatorial line may have
a high temperature and high levels of WiFi interference, while an oil exploration platform in
the North Sea may have low temperatures with most of the interference coming from indus-
trial wireless networks. Furthermore, the settings are not static, temperature and interference
change signi�cantly throughout the day. For example, during the day, an outdoor network in a
sunny city is exposed to the compound e�ects of interference and temperature, while at night
the impact of both phenomena decreases signi�cantly.

When several unknowns a�ect the performance of a system, it becomes increasingly complex
to evaluate all the possible scenarios in testbeds. Arguably, the best way to estimate and adjust
the performance of such a system is to model it mathematically. Given a particular environ-
ment, mathematical models can not only predict the performance of the system, but they can
also be used to calibrate parameters before and at runtime (to adjust to continuously changing
environments).

To allow a robust operation of future wireless networks under interference and temperature
e�ects, we developed mathematical models for the protocols proposed in previous deliverables.
These protocols will allow us to (i) provide quality-of-service guarantees and (ii) perform op-
timisations at runtime. Our modeling e�orts are divided in two fronts: models for protocols
overcoming interference and models for protocols overcoming temperature.

For interference e�ects, we model and validate three of the protocols presented in D-2.1:
JAG, MiCMAC, and Estimation of Packet Reception Rate; and add a new model named Radio
Energy Prediction. The main problem of interference is that it causes packets loss, which in
turn a�ects three important network metrics: delivery rate, energy, and latency. Arguably, the
best way to overcome interference is to avoid it; with this goal in mind, we model JAG and
MiCMAC. JAG uses the interference models developed in work package 1 to provide probabilis-
tic guarantees during agreement events, such as changing the communication channel between

Copyright © 2015 RELYonIT consortium: all rights reserved page 8
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two nodes, from a crowded channel to a less crowded one. MiCMAC aims at hopping among
various channels until encountering one that is (relatively) free. For MiCMAC, we �rst model
a single-channel MAC protocol, and we then enhance this model for multi-channel operation.
In the event that interference can not be avoided (because all channels are heavily used), we
need protocols that make the best out of the limited idle periods observed by nodes. For this
latter scenario, we propose Estimation of Packet Reception Rate (EPRR) and Radio Energy
Prediction (REP). Based on the interference models developed in WP1, VPS adjusts the packet
size to increase the probability of successfully delivering information under various interference
patterns; and REP optimizes the number of channel checks performed under interference to
reduce the energy consumption of nodes.

For temperature e�ects, we model TempMAC, which is a protocol presented in D-2.1, and
TempLife, which is a new theoretical framework aimed at analyzing the lifetime of the network.
For TempMAC, the goal is to quantify the impact of temperature on the delivery rate (leverag-
ing the platform models proposed in WP1). For TempLife, the aim is to estimate the lifetime
of networks running data collection protocols.

The four models for interference are complete and have been validated in testbeds, except
for MicMAC which was evaluated through simulations. Regarding the models for tempera-
ture, TempMAC is complete and evaluated in testbeds. Temperature is known to a�ect the
discharge of batteries (higher temperatures lead to lower battery lifetimes), and data collection
protocols are notoriously known for being unbalanced. The combination of variable battery
capacities with heavily loaded nodes can reduce signi�cantly the lifetime of the network. To
have an approximate idea about how temperature can a�ect the lifetime of collection protocols,
we evaluate TempLife with di�erent initial values of battery capacities.

Instead of presenting the validation of the models in a separate deliverable (D-3.3), we present
them in this deliverable because combining the models' derivation with their veri�cation provides
a better understanding of our work. The protocols presented in Chapters 3 and 4 contain a
subsection named �Validation and Veri�cation (D-3.3)" which has the content of what would
have been otherwise D-3.3. Figure 2.1 shows an overview of the models, their connection with
the key network metrics and the previously developed environmental and platform models.

Copyright © 2015 RELYonIT consortium: all rights reserved page 9
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Figure 2.1: Overview of protocol models.
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3 Models for Protocols Tackling

Interference

3.1 Jamming-based AGreement (JAG)

In this chapter, we illustrate a model of JAG, an enhanced protocol for reliable agreement
in congested environments that consists in a three-way handshake in which the last acknowl-
edgement is sent in the form of a jamming signal. Figure 3.1 shows the basic principle of the
protocol: JAG uses a jamming signal instead of a message transmission to increase the proba-
bility that the reception of the acknowledgement message by node S is correctly identi�ed by
node R.
As we have presented in [47], JAG is particularly suitable for congested environments and

can make sure that two neighbouring nodes agree, outperforming message-based approaches in
terms of agreement probability, energy consumption, and time-to-completion.

Figure 3.1: Illustration of JAG: the last acknowledgement of the 3-way handshake between
nodes S and R is sent in the form of a jamming signal.

Variable Description
tpkt Transmission delay of PKT containing V
tack Transmission delay of ACK
tjam Duration of jamming signal in JAG
X Random variable denoting the length of the idle period
p(x) Probability density function (pdf) of X

Table 3.1: Notation used in our probabilistic model.

Copyright © 2015 RELYonIT consortium: all rights reserved page 11
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3.1.1 Predictable Performance under Interference

The length of the jamming sequence tjam can be tuned in order to provide probabilistic guaran-
tees on the fraction of disagreements. Denoting tmaxbusy as the maximum busy period that can be
encountered in the presence of interference, we can guarantee that S and R will agree on V by
setting tjam > tmaxbusy. In such a case, an idle period will surely be encountered during tsamp, and
the absence of a jamming sequence unequivocally detected, as discussed in Sect. [11]. Hence,
the most pernicious outcomes (disagreements) are eliminated, and only positive or negative
agreements can occur.
In some scenarios, however, one may need to know the outcome of the agreement process

before tmaxbusy. In these cases, where tjam ≤ tmaxbusy, disagreements may occur. For these type of
scenarios, given tjam, we derive an upper bound for the probability of obtaining disagreements.
In this way, a user with stringent real-time constraints can assess if the fraction of disagreements
is within the limits permitted by the QoS requirements of the application. We now present a
probabilistic model bounding the fraction of disagreements is presented in Sect. 3.1.1.

When setting tjam > tmaxbusy is not possible, it is important to precisely calibrate tjam so that
a user with stringent real-time constraints can know in advance the fraction of disagreements
to be expected. Hence, we now derive a probabilistic model that bounds the probabilities of
positive agreements and disagreements for JAG, given a certain value of tjam.
The parametrization of the probabilistic model requires the user to run a wireless sni�er

in order to capture the characteristics of the surrounding interference. We use continuous
RF noise measurements to measure the duration of idle and busy periods and compute their
probability density function (pdf): a channel is de�ned as busy if the RSSI is higher or equal
than a con�gurable threshold Rthr and idle otherwise.
Preferably, this operation should be carried out before the actual deployment, but it would

also be possible to characterize interference at runtime, for example in case the RF environment
has changed signi�cantly from the prior observation.
The user can then follow three simple steps: (i) compute the pdf of the idle periods p(i),

where i represents the length of the idle period, (ii) compute the conditional pdf of the busy
periods following the idle periods p(b > x|i), and (iii) use the model to obtain the value of tjam
that provides the desired QoS.
Table 3.1 shows the notation used in our analysis. Our goal is to derive the probabilities

of positive agreements and disagreements for JAG given a certain value of tjam. First, we
obtain the probability of selecting an idle period of length i, then, we derive the probabilities
of obtaining positive agreements and disagreements over all possible idle periods.
Denoting p(i) as the probability density function of the idle periods formed by the interference

pattern, the probability of selecting an idle period of length i is given by:

s(i) =
ip(i)∑∞
i=1 ip(i)

(3.1)

i.e., the more frequent and the longer the idle period, the higher the likelihood of selecting it.
In order to derive the required probabilities, we need to understand the interplay between the

length of an idle period i and the 3-way handshake method used by JAG (i.e., the transmission
of the PKT embedding V , the ACK, and the JAM signal). In principle, losing an ACK should
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lead to negative agreements (see complete discussion in [11]). The practical implementation of
JAG, however, takes an optimistic approach that increases the likelihood of positive agreements
at the cost of turning some negative agreements into disagreements. In JAG, if R sends the
ACK, four outcomes can occur: (i) a positive agreement, if the ACK is successfully delivered to
S and the JAM signal is correctly decoded by R; (ii) a negative agreement, if the ACK is lost
and R detects the lack of JAM; (iii) another positive agreement, independently of the fact that
the ACK is received or not if, after sending the ACK, R detects an interference signal with a
strength higher than the expected JAM signal and hence assumes a successful transaction (this
is the optimistic approach, which assumes the JAM was buried within the stronger signal);
and (iv) a disagreement, if the ACK is lost, but, by chance, a high interference signal lasts
longer than tsamp. In this case, R assumes, mistakenly, a successful exchange, i.e., a negative
agreement turns into a disagreement.
Based on the above description, in JAG, positive agreements are given by the following

equation:

Pjam{Pos. Agr.} =

∞∑
i>tpkt+tack

s(i)(1− tpkt + tack

i
) (3.2)

whereby the �rst term of the product states the probability of obtaining an idle slot of length
i, and the second term states the probability that the selected idle slot can �contain� the
transmission of the packet followed by the ACK (tpkt + tack).
In order to obtain the fraction of disagreements, we use a bounding probability. There are

three necessary but not su�cient conditions to obtain disagreements: (i) PKT is transmit-
ted successfully, (ii) the ACK is corrupted and (iii) the interference signal after the ACK is
longer than tjam (to shadow the JAM signal). Hence, we de�ne the probability of obtaining
disagreements with JAG as follows:

Pjam{Disagreement} ≤
tack∑
i=1

s(i)p(b > tjam|i)+
tpkt+tack∑
i>tack

s(i)p(b > tjam|i)(1−
min(tpkt, i)

i
)+

∞∑
i>tpkt+tack

s(i)p(b > tjam|i)(
tack
i

)

(3.3)

Each of the sums on the right side of the equation has three terms. The �rst term s(i) denotes
the probability of obtaining an idle slot of length i. The second term p(b > tjam|i) denotes
the probability of obtaining a busy period b longer than tjam after an idle period of length
i (the minimum requirement to shadow the jamming signal). The third term di�ers for each
sum, and denotes the probability that the ACK will be corrupted: in the �rst summation this
probability is 1, because the idle time is less than tack, i.e., the ACK will always be corrupted;
in the second and third summations, this probability describes the chances that the agreement
starts early enough to allow a successful delivery of PKT, but late enough to corrupt the ACK.
Please note that, in Eq. 3.3, the term p(b > tjam|i) assumes that the corrupted ACK ends
exactly before the next busy period starts. In practice, the ACK will likely have a ∆ overlap
with the beginning of the busy period b, and hence, b will need to be longer than (tjam + ∆)
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Figure 3.2: Cumulative distribution function (CDF) of idle and busy periods measured by a
Maxfor MTM-CM5000MSP node in the presence of a laptop continuously down-
loading a �le from a nearby access point.

to lead to a disagreement. Given that p(b > tjam|i) > p(b > (tjam + ∆)|i), in practice, we can
expect a lower fraction of disagreements.
For the case of disagreements, JAG allows the user to �ne-tune the duration of tjam according

to the requirements of the application (Eq. 3.3). In Sect. 3.1.2, we will observe that this �ne-
tuning capability is central to provide QoS guarantees.

3.1.2 Validation and Veri�cation (D-2.3)

We now evaluate the goodness of the probabilistic model presented in Sect. 3.1.1 with respect
to the predictability of the performance of JAG. In order to do this, we �rstly obtain the pdf
of idle and busy periods using sensor nodes in wireless sni�er mode in the scenarios described
in the previous sections, i.e., in the presence of JamLab's emulated interference and real Wi-
Fi interference generated by a laptop (the pdfs in the presence of real Wi-Fi interference are
shown in Fig. 3.2). Then, based on equation (2) and (3), we obtain an upper bound for
the probability of obtaining disagreement and a lower bound for the probability of obtaining
positive agreements as a function of tjam using tpkt = 1 ms, tack = 750 µs, and t = -90 dBm.
By running JAG on real wireless sensor nodes, we verify experimentally whether the prob-

abilistic model is able to predict the performance of JAG. The results illustrated in Fig. 3.3
show that our probabilistic model parametrizes correctly tjam by giving an upper bound on
the amount of disagreements and a lower bound on the amount of positive agreements, hence
predicting the performance of the protocol correctly. Note that the probabilistic model was
computed for every possible tjam, whereas due to memory limitations of real nodes only a
�nite amount of tjam were computed experimentally. Please note that Fig. 3.3 shows a di�er-
ent performance between emulated and real interference: whilst JamLab is designed to attain
repeatability and test algorithms under the same conditions, real-world settings have several
variables a�ecting their dynamics.
Based on our results, we can conclude that our theoretical model is indeed able to parametrize
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Figure 3.3: Comparison of the rate of positive agreement and disagreement obtained running
JAG on real wireless sensor nodes, and deriving the probabilities using the analytical
model shown in Sect. 3.1.1. The model actually returns a lower bound for positive
agreements and an upper bound for disagreements.

JAG and predict correctly the maximum amount of disagreements occurring for a given tjam.
This can be useful when the latter is shorter than the longest busy period created by interfer-
ence (tmaxbusy).

3.2 MiCMAC

In this chapter, we model MiCMAC [29], which is an extension of ContikiMAC [19] for mul-
tiple channels. When con�guring MiCMAC to use a single channel, it operates identically
to ContikiMAC. Hence, we start by modelling ContikiMAC. ContikiMAC has similarities to
X-MAC, which we have modeled earlier in the context of pTunes [45]. We thus base our model
of ContikiMAC on pTunes' X-MAC model. After discussing how X-MAC and its most impor-
tant parameters are a�ected by interference, we extend our model of ContikiMAC to multiple
channels.
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3.2.1 pTunes: ContikiMAC's Modeling Framework

pTunes breaks up the modeling of low-power MAC protocols into three distinct layers [45].
The upper layer de�nes application-level metrics (Reliability R, Latency L, Lifetime T ) as
functions of link and node-speci�c metrics (Rl, Ll, Tn). The middle layer expresses these
metrics in a protocol-independent manner, and provides the entry point for the modeling of a
concrete MAC protocol by exposing six terms to the lower protocol-dependent layer. Binding
these terms to concrete protocol-speci�c expressions is su�cient to adapt the network-wide
performance model in pTunes to a given MAC protocol.
Model inputs are the MAC parameters and the network state, comprising information about

routing topology, tra�c volumes, and link qualities. As a measure of the latter, we take the
probability of successful transmission pl over the link to the parent in the routing tree. To
keep the models simple and practical, pTunes assumes the delivery of individual packets to
be independent of their size, of the delivery of any other packet, and of the link direction they
travel along.

Application-level Metrics: In a typical data collection scenario with static nodes, a tree-
shaped routing topology provides a unique path from every sensor node to a sink node. These
paths are generally time-varying, as the routing protocol adapts them according to link quality
estimates among other things [35]. pTunes uses N to denote the set of all nodes in the network
excluding the sink, andM⊆ N to denote the set of source nodes generating packets. pTunes
also indicates with L the set of communication links that form the current routing tree. The
path Pn ⊆ L originating at node n ∈M includes all intermediate links that connect node n to
the sink.

End-to-end reliability and latency. The reliability RPn of path Pn is the expected fraction
of packets delivered from node n ∈ M to the sink along Pn. Thus, RPn is the product of
per-hop reliabilities Rl, l ∈ Pn. We de�ne the end-to-end reliability R as the average reliability
of all paths Pn.

R =
1

|M|
∑
n∈M

RPn =
1

|M|
∑
n∈M

∏
l∈Pn

Rl

 (3.4)

Likewise, the latency LPn of path Pn is the expected time between the �rst transmission of a
packet at node n ∈M and its reception at the sink. Thus, LPn is the sum of per-hop latencies
Ll, l ∈ Pn. Similar to (3.4), we de�ne the end-to-end latency L for successfully delivered packets
as the average latency of all paths Pn, and omit the formula.
pTunes de�nes R and L as averages of all source-sink paths since the global, long-term

performance is of ultimate interest for most data collection systems [40�42]. Local, short-term
deviations from the requirements are usually tolerated, provided they are compensated in the
long run. In other scenarios (e.g., industrial settings), it might be more appropriate to de�ne R
and L as the minimum reliability and the maximum latency among all source-sink paths, which
would only require modifying the two de�nitions above.

Protocol-independent Modeling: The section above expressed the application-level metrics
R, L, and T as functions of per-hop reliability Rl and per-hop latency Ll. pTunes de�nes
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Figure 3.4: Unicast transmission in ContikiMAC.

the latter three in a protocol-independent manner, which increases �exibility and generality by
isolating protocol-dependent quantities.

Per-hop reliability and latency. Several factors in�uence these metrics: (i) the MAC
operation when transmitting packets, (ii) packet queuing throughout the network stack due
to insu�cient bandwidth, and (iii) application-level bu�ering (e.g., to perform in-network
processing). The MAC parameters control (i) and may avoid the occurrence of (ii), provided a
MAC con�guration exists that provides su�cient bandwidth. Application-speci�c in-network
functionality akin to (iii) is not modeled in pTunes and not needed here either.
We present next expressions for per-hop reliability and latency due to the MAC operation,

corresponding to (i). Additionally, pTunes includes models to detect situations akin to (ii).
which are not needed in our context. Since pTunes automatically adjusts the MAC parameters
to provide higher bandwidth against increased tra�c, it avoids the occurrence of local packet
queuing until the network capacity is fully exhausted.
pTunes de�nes the per-hop reliability Rl of link l ∈ L, which connects node n ∈ N to its

parent m in the routing tree, as the probability that n successfully transmits a packet to m.

Rl = 1− (1− ps,l)N+1 (3.5)

Here, ps,l represents the MAC-dependent probability that a single unicast transmission over
link l succeeds, and N is the maximum number of retransmissions per packet, modeling auto-
matic repeat request (ARQ) mechanisms used by many low-power MAC protocols to improve
reliability.
Furthermore, pTunes de�nes the per-hop latency Ll of link l as the time for node n to deliver

a message to its parent m.
Ll = Nftx ,l · Tftx ,l + Tstx ,l (3.6)

Tftx ,l and Tstx ,l are the MAC-dependent times spent for each failed and the �nal successful
transmission. The expected number of failed transmissions Nftx ,l depends on ps,l and N , and
the retransmission policy of the MAC protocol. Next we model ContikiMAC.

ContikiMAC-speci�c Modeling: Fig. 3.4 shows a successful unicast transmission in ContikiMAC [19].
Nodes that expect to receive a packet wake up periodically. The time interval between wake-
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ups is denoted by Toff
1. Each wake-up consists of two fast CCA checks of duration Tcca , with

a short sleeping time (Tc) in between these checks unless the �rst check is already successful.
Contrary to X-MAC, which transmits short strobe packets, ContikiMAC transmitters repeat-
edly transmit the whole packet. Once one of the receiver's CCA checks has detected a packet
transmission, the receiver stays awake until it receives the next transmitted packet. We de�ne
Tbd , as the time from the CCA-based detection of a packet until the time the receiver starts
receiving the packet.
To send a packet, the transmitter repeatedly transmits the data packet. ContikiMAC uses a

phase-lock mechanism [19], where nodes keep track of their neighbors' wake-up time and start
transmitting data packets brie�y before the expected wake-up time of the intended receiver.
We call the time between two transmissions of the same data packet Tsl . Tsl is short (0.4 ms
in the current ContikiMAC implementation for the Tmote Sky). Note that it must be shorter
than Tc , the time between the two consecutive CCA checks of the receiver, to prevent that
both CCA checks fall into Tsl .
Tbd is a random variable due to the random clock drift at the receiver, which results in loss

of synchronization between the transmitting and the receiving node. Tbd , as well as several
other time variables, depend on the synchronization loss modeling. For simplicity we assume
here that the receiving node wakes up at an arbitrary point in time within the transmitter's
transmission period, Tp , uniformly at random, even if phase-lock is considered. The
duration of the transmission period is the sum of the frame-in-the-air duration, Td , and the
inter-frame transmission time, Tsl : Tp = Td + Tsl .
The exact point of receiver wake-up a�ects the probabilities of certain events, discussed later

in this Section. We give here the probabilities of receiver waking up in the di�erent sub-periods
of Tp :

Pr{Rx wake-up in Tsl} , Pb2 =
Tsl

Tsl + Td

Pr{Second CCA on idle} , Pb1 =
Tc

Tsl + Td

Pr{Both CCA on busy} , Pb12 =
Td − Tc

Tsl + Td

We determine the average value of Tbd under the above distinct cases:
T b2 = 0.5 · Tsl , T b1 = 0.5Tc + Tsl , and T b12 = 0.5Td + Tsl , respectively.
Once the receiver has successfully received the packet it sends an acknowledgment. In Con-

tikiMAC this is an IEEE 802.15.4 hardware acknowledgment that requires Tack time units.
In the X-MAC implementation, pTunes considers several variables that are adjustable, in-

cluding Ton , Toff , and N . Ton is the time the receiver is on to listen to data strobes but
ContikiMAC uses CCA checks instead. In ContikiMAC only N and Toff have a direct im-
plication on the energy consumption for low data rates. Note that our model considers the
steady case where the wake-up phase of the receiver has been learnt. The current ContikiMAC
implementation re-learns the wake-up phase only if no ACK has been received for 16 tries or
for 30 seconds. Experiments on real testbeds have shown that once ContikiMAC has acquired
the phase-lock it looses it very rarely.

1In other words, Toff denotes the duty-cycle period.
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Per-hop reliability. In this paragraph we determine ps,l, (de�ned in (3.5)), that is, the
probability that a single unicast transmission from node n to its parent m succeeds. For
this, it is required that node m can correctly detect the presence of a frame transmission, and
successfully receive, and acknowledge it, afterwards. We de�ne pCCA, as the probability that
one of the performed CCA checks succeeds. The data (or d-ack) packet transmission succeeds
with probability pl, which depends on several factors such as packet size and environment, for
example, interference. Based on the above consideration, and assuming that the events of data
and HW d-ack packet transmission success are uncorrelated, we have:

ps,l = pCCA · Pl, (3.7)

where Pl denotes the probability of successful frame transmission (pl) and acknowledgment
(pa),

Pl = pl · pa (3.8)

In the following we derive the probability of correct CCA detection at the receiving node. As
discussed above pcca depends on the exact time of receiver's wake-up within the transmission
period, Tp . In addition, we make the simplifying assumption that CCA trials do not result in
false positives.
In the event of receiver wake-up sometime within Tsl , the node will perform a single CCA

trial2. Consequently, pCCA|b2 = pcca . Similarly, pCCA|b1 = pcca , while pCCA|b12 = 1−(1−pcca)2,
assuming that consecutive clear channel assessment results are uncorrelated. The probability
of successful frame detection is, therefore, averaged over all possible cases:

pCCA = pcca ·
Tsl + Tc

Tp
+
(
1− (1− pcca)2

)
· Td − Tc

Tp
. (3.9)

Replacing (3.9) in (3.7) we can derive the link reliability under ContikiMAC. Under the generic
model of ContikiMAC, the transmitter keeps sending the data frame until it is successfully
acknowledged. The number of additional frame probes is limited by a time threshold Tm . This
corresponds to an additional number of frame strobes, Nm = bTm

Td
− 1c. Based on this model,

the probability of successful link transmission during a single attempt will be:

Pl =

[
(pl · pa) +

Nm∑
k=1

(1− pl)k · (pl · pa)
]
. (3.10)

Per-hop latency. In this paragraph we determine Tftx ,l, and Tstx ,l, de�ned in (3.6), that is,
the expected times spent for failed and successful one-hop transmissions under ContikiMAC.
A link transmission attempt may fail on three cases: i) the receiver CCA trials fail to wake-up
the node, or ii) the frame transmission fails, or iii) the HW acknowledgment fail.
The latency for each transmission attempt has a �xed part, which includes the data and HW

d-ack packet durations, Td , and Tack , respectively.
For a successfully received packet, the latency includes, additionally, a delay term, Tw, that

re�ects the time between the packet reception from the upper layer and �rst the transmission
2We silently assume that the frame-in-the-air duration of a packet is much shorter than the WSN duty cycle,
so the receiver has a single chance to detect a transmitting probe under phase-lock consideration. This
assumption is vital, and is used in later derivations as well.
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attempt. This delay appears due to the considered phase-lock mechanism of ContikiMAC.
This time delay appears, additionally, before each re-transmission attempt3. Assuming that
the packet can arrive anytime within the WSN cycle � uniformly at random, the expected delay
becomes

Tw = 1/2 (Toff + 2Tcca + Tc) + Tx (3.11)

In the current ContikiMAC implementation, there is a delay in form of a number of additional
CCA checks a sender performs before transmitting the �rst strobe. We call this delay Tx.
The one-hop latency, however, includes Ton , as discussed above, whose expected duration is
correlated with the (event of) link transmission success. Applying Bayesian inference, we get:

T bd|ftx = T bd|b1 · Pb1|ftx,l + T bd|b2 · Pb2|ftx,l + T bd|b12 · Pb12|ftx,l, (3.12)

where

Pbi|ftx,l =
Pftx,l|biPbi

Pftx,l
=

(
1− PCCA|bi · Pl

)
Pbi

1− PCCA · Pl
, ∀i ∈ {1, 2, 12}. (3.13)

Similarly, it holds

T bd|stx = T bd|b1 · Pb1|stx,l + T bd|b2 · Pb2|stx,l + T bd|b12 · Pb12|stx,l, (3.14)

where it we have

Pbi|stx,l =
Pstx,l|biPbi

Pstx,l
=
PCCA|biPbi

PCCA
, ∀i ∈ {1, 2, 12}. (3.15)

In case of link transmission failure, the transmitter backs-o� for Tb before retransmitting the
frame. As a result, the �nal expressions for the expected per-hop latency become:

Tftx ,l = Tw + Td + Tack + Tb + T bd|ftx, (3.16)

Tstx ,l = Tw + Td + Tack + T bd|stx, (3.17)

For the generic model that considers a maximum of Nm+1 frame strobes, we replace Td +Tack

in (3.16) with (Td + Tsl ) · (Nm + 1). Similarly, in (3.17) we replace Td +Tack with

Nm+1∑
k=0

(Td + Tack )(1− (pl · pa))k(pl · pa). (3.18)

The actual value of Tb , i.e. the back-o� latency, depends on the actual retransmission scheme
of the link-layer protocol module, which, however, falls outside the scope of ContikiMAC. Here,
we give the expressions for Tb , when considering a csma-like retransmission scheme � as the
one in Contiki OS � where the actual value of the back-o� delay grows exponentially with the
number of packet re-tries. In general, it holds,

Tb =

N∑
i=1

Tb|i · Pr{retry occurs after the i-th trial}, (3.19)

3However, if back-o� time is a multiplicative of the channel check interval, subsequent transmission attempts
have correlated success rates.
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where N denotes the maximum number of packet retransmissions. The expected back-o�
latencies, Tb|i are given by the MAC retry scheme con�guration. We compute the probabilities
in (3.19) based on the relative frequencies of the retry occurrences at each retransmission index.
We consider only packets requiring retransmissions, otherwise Tb is zero. The rate of packets
requiring exactly k retries is

Pr{exactly k retries} , P (k) = (1− Pl)k−1 · Pl, ∀k = 1, . . . , N − 1, (3.20)

while P (N) = (1 − Pl)N−1, as we consider both eventually transmitted and dropped packets.
Consequently, the total rate of retry occurrences after the i-th try will be:

Pr{retry occurs after the i-th trial} =

∑N
j=i P

(j)∑N
k=1 k · P (k)

. (3.21)

3.2.2 ContikiMAC under Interference

External interference has the highest impact on two parameters of the ContikiMAC model:
the probability of a positive CCA check pcca and the probability pl. The latter describes the
probability that a receiver having its radio turned on will successfully receive a transmitted
packet.
During interference, pcca actually increases while pl decreases as the sender's packet might

be corrupted during transmission. Note that the CCA check may also be a false positive,
meaning that the positive CCA check was caused by interference, which makes pfpcca increase.
An increase of the latter only has an impact on lifetime, but not on per-hop reliability and
per-hop latency, which are the two metrics we consider in this chapter.

Derivation of pl We can derive pl from the environmental model described in Deliverable D-
1.1. As discussed in Chapter 4.2, our environmental models do not describe the individual
sources of interference. Instead, we use models that can be easily used on constrained sensor
nodes that are able to carry out energy detection, i.e., nodes that can measure the received
signal strength in absence of packet transmissions. Denoting xi as the RSSI noise �oor sampled
by a node at a given time instant, we express the occupancy of the channel as (see Equation 4.3
in D-1.1):

Xi =

{
Busy (1) if xi > RTHR

Idle (0) if xi ≤ RTHR
(3.22)

with Xi being a binary number specifying a busy channel (1) or an idle channel (0), and RTHR
being a user-speci�ed threshold.

Here we describe a simple algorithm to derive pl. Given a sequence of n noise �oor samples
and a packet of a certain size, we can compute the number of samples m needed to transmit the
packet. We then slide the packet over the sequence of the �rst n−m samples (where n >> m).
For each sample we check if this sample and the next m − 1 samples are Idle. If they are, we
denote this as a success. We call the number of successes s. Then pl = s

n−m .
The algorithm works if we have non-periodic interference. However, the receiver wakes up

with a certain period (125 ms by default). If we head for the worst case, then we could in
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principle (since we know that the receiver wakes up periodically) slide our window over the
RSSI samples with that periodicity. For example assume the periodicity is 10 samples and the
packet size is 2 samples. Then we would see how many of the samples are above the threshold
for the time slots 1,2,11,12,21,22, then 2,3,12,13,22,23, then 3,4,13,14,23,24 etc., and so �nd
the worst case when interference has the same periodicity as the wake-up of the ContikiMAC
receiver.

Independence of Data packet and ACK transmissions When computing the probability of a
successful frame transmission and acknowledgment using Equation 3.8, we assume independence
of the probabilities of successful transmissions of data packets and acknowledgments, as in
pTunes, i.e., Pl = pl · pa. When packet loss is caused by interference, this assumption might
not hold and we would need to change this equation to Pl = pl · (pa|pl). The purpose of our
modeling activity is to provide a lower bound. Hence, if pl · pa ≤ pl · (pa|pl), the assumption of
independence always consitutes a lower bound. From pl · pa ≤ pl · (pa|pl) follows pa ≤ (pa|pl).
Therefore, in order to verify that we are modeling a lower bound by assuming independence,
we have taken existing traces that are used in the COOJA simulator to simulate realistic radio
interference [9], and shown that in all of them pa ≤ (pa|pl). There are four such traces: one
with Bluetooth interference, which leads to low packet loss around 10%, and three with WiFi
interference, which have higher packet loss. The WiFi activity is caused by radio streaming, a
�le transfer, and video streaming. For all these traces pa ≤ (pa|pl) is valid, which veri�es that
the assumption of independence does indeed present the lower bound.

3.2.3 MiCMAC: ContikiMAC on Multiple Channels

As discussed above, MiCMAC [29] is, basically, ContikiMAC, operating on multiple channels.
Like ContikiMAC, MiCMAC extends the phase-lock mechanism, from keeping track of just the
next wake-up time of each receiver, to, actually, include the channel, on which the receiver
wakes up. In this deliverable, we derive the per-hop reliability and per-hop latency for multiple
channels.

Per-hop reliability on multiple channels. In this paragraph we determine ps,l in (3.5), the
success rate of single-hop, unicast transmission from node n to its parent m under MiCMAC.
Considering the properties of the pseudo-random channel hopping sequence of MiCMAC, we
assume that once a packet arrives from the upper layer, the wireless channel, on which the
transmission will be attempted, is picked uniformly and in i.i.d. fashion among all possible
channels4, NC . As a result of this, the probability of successful link transmission is derived as:

ps,l =
1

NC

NC∑
k=1

ps,l,ck (3.23)

where ps,l,ck = pCCA,ck · pl,ck , pCCA,ck has been calculated for ContikiMAC in (3.9), and pl,ck is
derived in (3.8) or (3.10) for the generic frame strobe model.

4For the pTUNES model to work, consecutive packet retries shall have the same stochastic link transmission
properties. This is guaranteed if we assume that each retry sees a uniformly selected channel, independent
of previous retries.
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Per-hop latency on multiple channels. As in the case for one channel (pure ContikiMAC),
we need to determine Tftx ,l and Tstx ,l, the latencies corresponding to failed and successful single-
hop frame transmissions. In the following we focus on the required changes with respect to
ContikiMAC model presented in the previous Section.
We consider that a packet may arrive from the upper layers at a random point in time. Under

a phase & channel-lock assumption, the transmitter will tune to the channel, to which the
intended packet receiver will wake up in the next duty-cycle. Consequently, the initial waiting
latency, Tw, can still be given by (3.11), while the wireless channel for the �rst transmission
attempt is uniformly distributed among the available channels.
Next we consider the expected time between CCA check and packet reception. T on|ftx, T on|stx

can still be given by Eq. (3.12) and (3.14), respectively, however, they, now, need to be averaged
over all possible channels, that may exhibit di�erent CCA trial and frame transmission success
probabilities.
The remaining terms in (3.16), (3.17) do not depend on the selected wireless channel. For the

generic model with multiple frame strobing, (3.18) should, now, be averaged over all available
channels.
Although in the above derivations we silently assumed that successive frame retransmission

attempts will observe the same (uniform) distribution of the available channels, the derivations
of Tftx ,l, Tstx ,l, in (3.16), (3.17) will hold, even if at each retransmission the same wireless
channel is selected.

3.2.4 Validation and Veri�cation (D-2.3)

In order to validate the model, we implement the model in Octave and verify it by comparing
it against simulations in COOJA [31]. We verify to the per-hop reliability and per-hop latency
of ContikiMAC since these are the basis also for MiCMAC. As shown in the previous sections,
the extension from ContikiMAC to MiCMAC is not complex.

Veri�cation in the COOJA simulator with Packet Loss

COOJA is the Contiki network simulator. COOJA runs deployable code, i.e., the Contiki
code that is running inside COOJA can be used on real hardware. COOJA's focus is to assist
developers in developing Contiki applications and system software such as networking stacks
and operating system functionality. Because COOJA executes the real protocol stacks, it is a
good tool to verify protocol implementations.
During the veri�cation it has turned out that COOJA's functionality is not su�cient to

verify our models. For example, packets that are lost in COOJA are not transferred into
COOJA's radio model, and therefore cannot cause a positive CCA check at the receiver. In
order to verify ContikiMAC's per-hop reliability, we hence modify the ContikiMAC layer itself
to simulate failed CCA checks and broken packets (both data packets and acknowledgments).
Using COOJA's timeline [32], we visually verify the correct implementation of failed CCA
checks and broken packets.
For the veri�cation we use a small Contiki application program that transmits packets with

a packet transmission interval that is uniformly distributed between one and two seconds. The
receiving end prints the contents of the received packets together with some statistics.
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Figure 3.5: ContikiMAC per-hop reliability with 90 bytes packet size.

Table 3.2: Parameters for ContikiMAC/MiCMAC veri�cation.
Name Description values
Tm Strobing time 1

60 s
Toff Wake-up interval 1

8 s
d packet length 67 and 90 bytes
dr data rate 250 kbit/s
Td Time to send data packet 8d

dr
Tcca receiver's CCA check duration 1

8192 s
Tc receiver's time between the two CCA checks 1

2000 s
Tsl sender's time between two packet strobes 1

2500 s
Nm additional frame probes (see Eq. 3.10) 1

Parameter Settings For the veri�cation we use the parameter settings in Table 3.2. Most of
the parameters are taken from the ContikiMAC implementation in Contiki. The data rate is
de�ned by the IEEE 802.15.4 standard, which is implemented by the radios used in RELYonIT.
For the experiments, the input parameters pl and pa are set as pl = pa. In the simulations in
this section, they are independent. We also set the success rate of a single CCA check to the
same value as the packet loss rate.

Reliability Results ContikiMAC without Retransmissions Given the importance of the packet
size, we use two di�erent packet sizes, namely 67 and 90 bytes. In the �rst experiments, we
look at ContikiMAC without retransmissions. The results are depicted in the Figures 3.5 and
3.6. The results show that the model and simulation results are indeed very similar with only
small discrepancies between simulation and model.
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Figure 3.6: ContikiMAC per-hop reliability with 67 bytes packet size.
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Figure 3.7: ContikiMAC per-hop reliability with 67 bytes packet size.

Reliability Results ContikiMAC with Retransmissions In the next experiment, we evaluate
the results for ContikiMAC with retransmissions on the CSMA layer implemented in Contiki.
The results are shown in Figure 3.7. In comparison to the results above, the deviation between
model and simulation is much larger, in particular when the packet loss rate is high. For a
packet loss rate of 50%, the di�erence between model and simulation is around 10%.
The main source of deviation is that the analytic model is more strict in the way it counts

success. In the simulation, a success is the reception of the data packet and the loss of the
last acknowledgment does not matter, whereas in the analytic model also the acknowledgment
needs to be received.
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Table 3.3: Results when no acknowledgments are lost.
pl CMAC model CMAC sim CSMA model CSMA sim
70 76.90 78.31 99.4 99.76
60 64.33 65.81 97.2 98.63
50 51.85 51.84 93.8 94.61
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Figure 3.8: ContikiMAC per-hop latency with 67 bytes packet size.

In order to demonstrate that this is indeed the reason for this discrepancy, we perform an
experiment where we ensure that only data packets are lost, and hence the last ACK cannot
be lost. For this we update Equation 3.8. We depict the results for the experiments with
data packets of size 90 bytes in Table 3.3. The results show that model and simulation almost
perfectly match when acknowledgments are not lost. Similar results are achieved when the data
packets have a size of 67 bytes. These results show that the main source of deviation is indeed
that the analytic model is more strict in the way it counts success.

Latency Results ContikiMAC with Retransmissions In the next experiment we verify the
latency for single-hop ContikiMAC similar to reliability. Figure 3.8 depicts the latency re-
sults from both simulation and the model. The results show very little discrepancy between
simulation and model results.

Veri�cation in the COOJA simulator with Interference

In this section, we validate the model under interference. Since it turned out to be very di�cult
to control the interference in a real environment, we decided to use the COOJA simulator again.
COOJA contains so-called interferer nodes, written in Java, that create continuous interference
on certain channels. We modi�ed the interferer to create semi-periodic interference as Boano
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Figure 3.9: ContikiMAC per-hop reliability with 67 bytes packet size under interference.

et al. have done earlier [8]. We used the same application as in the experiments above where
one sender transmit packets with a packet transmission interval that is uniformly distributed
between one and two seconds. In the experiments in this section, we use packets of size 67
bytes. In order to obtain the input parameters pl and pa, we make measurements with Contiki's
NULLMAC MAC layer instead of deriving these values from fast RSSI sampling which is not
possible in COOJA.
We depict the results in Figure 3.9. The results of the simulation are very similar to the ones

shown in Figure 3.7. Also in this experiment, the main source of deviation is that the analytic
model is more strict in the way it counts success as discussed above. The major reason for
the similarity with Figure 3.7 is that the overall packet loss rate pl is similar even though the
distribution is di�erent: in this experiment we have semi-periodic interference while we had
independent packet losses in Figure 3.7. ContikiMAC o�ers several possibilities to recover from
packet loss. Within one wake-up cycle there are usually two chances to transmit and the CSMA
mechanism on top of ContikiMAC o�ers retransmissions in more wake-up cycles. Therefore,
ContikiMAC should be robust against most disturbances�unless interference always occurs
when the receiver wakes up, which happens periodically.

3.3 Estimation of Packet Reception Rate

For the design of dependable and e�cient Wireless Sensor Networks (WSNs) it is essential
to estimate achievable Packet Reception Rates (PRR) in the deployment environment. Their
knowledge can be used both to �ne-tune communication protocols and to evaluate if network
performance is su�cient to support a given application. For example, one can employ PRR
estimations to customise a TDMA protocol such that su�cient spare capacity is provided for
potentially needed retransmissions. Similarly, these estimations can be used to calculate end-
to-end data delivery rates, an essential step to judge if an application can meet its performance
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requirements.
Besides the used packet size, achievable PRR depends to a large extent on the presence

of radio interference in the deployment area as WSNs operate in license-free ISM bands and
share the radio spectrum with other wireless technologies. This problem is especially relevant
in the 2.4GHz frequency space as wireless sensor nodes need to coexist with IEEE 802.11
(Wi-Fi) devices which transmit at higher power levels [5]. Estimating the achievable PRR is
not trivial as it depends on the speci�c interference patterns at the network deployment site.
Some previous work estimated the PRR by making general assumptions regarding the nature
of interference expected at the target area [25]. Such methods, however, are often inaccurate as
the actual encountered interference deviates from the chosen general interference model. Other
previous work made use of test measurements on links to estimate achievable PRR in a later
deployment [34]. However, such techniques are tailored to speci�c protocols and results cannot
be generalised.
In this section we present a novel measurement-based method to estimate achievable PRR

for speci�c deployment areas based on the characteristics of interference. We use sensor nodes
to capture the interference patterns at a given location by measuring how long the channel
remains idle and by computing the corresponding idle distribution. We de�ne an idle period as
a time interval in which the received signal strength (RSS) of a radio transceiver remains below
a given threshold RThr, indicating that no harmful interfering source is active. We then measure
the Probability Distribution Function (PDF) of idle period lengths, referred to as IDLE-PDF .
As we will show, the IDLE-PDF can be captured e�ciently using resource-constrained motes,
and can be used to estimate PRR with very high accuracy. We further present an extensive
evaluation of the proposed method focusing on two di�erent aspects. First, we analyse the cost
of obtaining the IDLE-PDF using o�-the-shelf sensor motes and show that, with a surprisingly
short measurement duration, we can obtain a su�ciently detailed interference model. Second,
we analyse the PRR prediction accuracy of the proposed prediction method using di�erent
interference scenarios. We show that the proposed PRR prediction method has a high accuracy;
estimated PRR and actual measured PRR di�er on average by only 3.2%. Speci�cally our
contributions are :

� PRR estimation using the IDLE-PDF : We introduce the IDLE-PDF as e�cient
metric for capturing detailed interference patterns. We also describe methods for PRR
estimation based on the IDLE-PDF .

� Measurement tool: We present a tool for IDLE-PDF measurement based on o�-the-
shelf sensor node hardware. We show that the tool is able to capture detailed interference
data with little storage requirement.

� Evaluation of PRR estimation: We provide an evaluation of the proposed approach
in environments with di�erent interference patterns.

The next subsection describes related work for PRR prediction. In Section 3.3.2 we give the
theoretical background of our work: we �rst give a formal de�nition of the IDLE-PDF and we
then describe how this distribution can be used to estimate PRR. In Section 3.3.3 we discuss
how the IDLE-PDF is captured in a deployment area and we describe the dependency between
measurement e�ort and measurement accuracy. In Section 3.3.4 we analyse the e�ciency and
accuracy of the proposed method using several interference scenarios.
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The work documented within this section has been accepted for publication in IEEE In-
ternational Workshop on Practical Issues in Building Sensor Network Applications (IEEE
SenseApp'14) in conjunction with IEEE LCN 2014 [16].

3.3.1 Related Work

The aim of our work is to measure interference before deployment and to use the measurement
for PRR prediction.
There has been a vast body of work on interference measurement. However, the existing work

generally does not aim to measure pre-deployment interference to predict achievable PRR. For
example, existing work has addressed interference measurement for the purpose of interfer-
ence classi�cation [44] [14], to generate realistic interference for testbeds [10] and to select
transmission channels in interference scenarios [23] [30].
A small body of work has similar aims to our work which we discuss in detail in the next

paragraphs.
Huang et al. [25] have carried out a statistical analysis of interference traces and presented

a generic model that characterizes the white spaces in Wi-Fi tra�c. They use this model to
estimate PRR in dependence of packet size and use this information to schedule transmissions
such that delivery ratio is maximised, following the idea by Chowdhury and Akyildiz [17].
Di�erently from our approach, these two works rely on a generic interference model, whereas we
use interference information collected at the deployment area to construct a speci�c interference
model that is not bound to a speci�c technology (e.g., Wi-Fi).
Shariatmadari et al. [39] have proposed a method for PRR estimation based on interference

measurements. It is assumed that data on a link will be transmitted with a �xed rate. A
receiver measures periodically (using the expected data transmission frequency) the observed
interference. The measurement is used to estimate the achievable PRR. The method is used
to rank channels using PRR as link quality metric. This work di�ers from ours in many
aspects. First, the interference measurement is not based on probability distributions. Second,
the estimation technique requires assumptions regarding tra�c patterns used in the network.
Third, there are no guidelines about how long before deployment the interference should be
characterised.
Pöttner et al. [34] characterise an interference environment by values Bmin and Bmax, and

send a trail of test packet transmissions on a link. Bmax describes the largest number of subse-
quent transmission failures while Bmin describes the maximum number of subsequent successful
transmissions. The two values can be used to con�gure a communication protocol such that
one can give transmission guarantees for the measured interference. Similar to our work, inter-
ference patterns are determined by measurement carried out before deployment. However, the
recorded interference patterns are only useful to con�gure protocols using transmission spacing
and packet lengths as used in the measurements (i.e. speci�c TDMA protocols). The method
presented in this section, instead, follows a more general approach.
In this work we also describe a method for updating at runtime the interference measurement

collected before the deployment. This is necessary as the interference environment may change
over time. The related work outlined previously does not provide this feature and relies on the
assumption that the interference does not vary signi�cantly over time. A notable exception is
the work by Brown et al. [15] which describes a method to update initially measured Bmin/Bmax
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Figure 1: Example sequence of idle and busy periods. The first transmission is
successful while the second one is subject to interference. A fixed packet length
L is used.

In the following paragraphs we use the idle period CDF for calculations. It
has to be noted that the calculations are also possible when the measured CDF
of idle periods is bounded by the exponential CDF. In this case, calculations
are reflecting a worst-case.

Link Loss Probability

We assume that a transmitter is carrying out a Clear Channel Assessment
(CCA) before transmitting a packet. Thus, any start of a transmission of a
packet will fall within an idle period. The packet transmission has a probability
P of completing successfully. This probability depends on the length of the idle
period. Figure 1 illustrates two transmissions, one successful while the other
transmission unsuccessful due to interference.

We assume that the packet size is fixed at length L. This is a reasonable
assumption for many embedded systems which do not allow dynamic adjustment
of size. Alternatively, the length can be seen as upper bound for which reliability
guarantees can be given.

A transmission is equally likely to start at any point within an encountered
idle period of length y and a transmission will complete successfully if it starts
at any point before y−L in the idle period. The probability Pt(y) of a successful
transmission in an idle period of length y can therefore be computed as:

Pt(y) =
y − L

y
∀y > L (3)

The probability Pp(y) of attempting a transmission in an idle period of length
y is derived by taking the exponential distribution of idle lengths into account:

Pp(y) =
y

E(Y )
· pi(y) = y · λ2 · e−λy (4)

The overall probability P of successfully transmitting a packet in an in-
terference environment characterized via pi(x) can be calculated by summing
the products of the probability of a given idle size with the probability of the
transmission being successful for this size:

2

Figure 3.10: Example sequence of idle and busy periods. The �rst transmission is successful
while the second one is subject to interference. A �xed packet length L is used.

measurements while the sensor network application is running.

3.3.2 Packet Reception Rate and Interference

In this section we give a de�nition of the IDLE-PDF and we describe how this distribution can
be used to estimate PRR. First we describe a closed form solution to compute the PRR from
the IDLE-PDF . As the closed form solution has its limitation with arbitrary shaped IDLE-PDF
distributions we then describe a solver based on Monte Carlo simulation.

The IDLE-PDF : Interference levels can be measured by sampling the energy level in a trans-
mission channel over time. If the sampled energy level is above a given threshold RThr, a packet
transmission would be destroyed by concurrent activities in the frequency channel. This is an
approximation of the interference process but is a reasonable assumption for the work presented
in this deliverable (as shown by our Evaluation). Thus, interference can be represented as a
sequence of idle (free channel) and busy (ongoing activity in the medium) periods of di�erent
length. Using such a recorded interference trace it is then possible to analyse success rates of
packet transmissions. For example, to estimate PRR, a number of transmissions can be ran-
domly placed in the recorded interference trace and the success or failure of these transmissions
can be evaluated. Unfortunately, due to the volume of data it is not possible to store reasonably
long interference traces of this type on practical measurement systems.
To reduce the required storage space for interference traces we decide not to store the ac-

tual sequence of idle and busy periods and their respective length. Instead, we record the
distributions of observed busy and idle period lengths. This measurement does not allow us to
reproduce the exact measured interference trace but it allows us to produce an interference trace
which exhibits the same statistical distributions of idle and busy periods and period lengths.
Thus, the recorded distribution of idle and busy period lengths (IDLE-PDF and BUSY-PDF )
can be used for analysis of PRR instead of using an actual recorded interference trace. The
IDLE-PDF and BUSY-PDF can be measured over arbitrary time period with a �xed storage
volume requirement. Thus, measuring IDLE-PDF and BUSY-PDF is a practically feasible
method for collection of detailed interference patterns.
A transmitter usually performs a Clear Channel Assessment (CCA) before attempting a

transmission. If a transmitter aims to send a packet during a busy period (i.e., when there
are other ongoing activities in the channel stronger than RThr), the CCA would return false,
and the transmission would be deferred. If the transmitter aims to send a packet during an
idle period (i.e., while the channel is free), the CCA will return true and the transmission is
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started. The latter can only complete successfully if the remaining idle period is longer than
the duration necessary for packet transmission. The CCA test assumes that communicating
nodes are within the same collision domain, such that the channel state for the transmitter is
the same as the receiever. This outlined transmission behaviour is illustrated in Figure 3.10.
As transmissions are not attempted in a busy environment only the IDLE-PDF is necessary
for analysis of the PRR. Hence, in the remainder of this section we focus on measurement and
analysis of the IDLE-PDF . We use the mathematical notation pi(x) to refer to the probability
distribution function IDLE-PDF .
In this work we only consider the raw packet transmission process and do not assume a

particular Medium Access Control protocol (MAC) behaviour which may have an impact on
the aforementioned assumptions. We do not assume particular transmission scheduling policies
and assume random placement of transmissions within an idle period. For example, if a 1-
persistent Carrier Sense Multiple Access (CSMA) strategy would be used idle and busy periods
would need to be considered. However, we believe the presented assumptions are compliant
within many used WSN MAC protocols.
In Section 3.3.3 we will describe in detail how a suitable IDLE-PDF can be obtained from

measurements taken using o�-the-shelf sensor nodes, and discuss the e�ects of di�erent dura-
tions and resolutions of the measurement. For the remainder of this section, we assume that
we obtained an IDLE-PDF that gives an accurate representation of interference in the target
area.

Closed Form Solution: The start of a packet transmission falls within an idle period as
we assume CCA before a transmission attempt. The packet transmission has a probability P
of completing successfully. This probability depends on the length of the idle period and as
well on the packet length L. Figure 3.10 illustrates two transmissions, one successful while the
other transmission is unsuccessful due to interference. A transmission is equally likely to start
at any point within an encountered idle period of length y and a transmission will complete
successfully if it starts at any point before y −L in the idle period. The probability Pa(y) of a
successful transmission in an idle period of length y can therefore be computed as:

Pa(y) =
y − L
y

∀y > L (3.24)

The probability Pb(y) of attempting a transmission in an idle period of length y is dependent
on the measured IDLE-PDF pi(y) and is given as:

Pb(y) =
y

E[y]
· pi(y) (3.25)

E[y] is the expected value of random variable y. The overall probability P of successfully
transmitting a packet in an interference environment characterised via the IDLE-PDF can be
calculated by summing the products of the probability of a given idle size with the probability
of the transmission being successful for this size:

P =

∫ ∞
L

Pa(y) · Pb(y) dy (3.26)
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In many observed interference scenarios, the IDLE-PDF follows an exponential distribution.
In this case the IDLE-PDF pi(x) is given as:

pi(x) =

{
λ · e−λ·x, x ≥ 0

0, x < 0
(3.27)

With Equation 3.27, Equation 3.26 becomes:

P =

∫ ∞
L

λ2 · e−λ·y · (y − L) dy = e−λ·L (3.28)

This closed form solution using an exponential distribution is useful for quick PRR estima-
tion. An exponential function can be �tted to the measured IDLE-PDF to determine λ. Using
Equation 3.28 and a packet length L provides an estimation of the achievable PRR. The com-
putational e�ort of this method is dominated by the used curve �tting algorithm. This method
is computationally cheap compared to the Monte Carlo Method we describe next.

Monte Carlo Solver: In some environments, a measured IDLE-PDF pi(x) may not be
approximated by a well known distribution function. In this case the aforementioned closed
form solution as described by Equation 3.26 is not straightforward to solve for P. To solve the
equation in these cases we use a Monte Carlo approach.
The IDLE-PDF distribution is used to create a trace of duration T seconds consisting of idle

periods only. As transmissions do not occur in busy periods these do not have to be included in
this trace. Then, forN packets with length L a random (with uniform distribution) transmission
start point t < T is selected within the created trace. Transmission success or failure of each
packet is recorded. This process is repeated for R runs and then the average transmission
success rate across all runs is calculated and, thus, the packet delivery probability for packets
of length L in presence of interference with IDLE-PDF pi(x) is determined.
The accuracy of this approach depends on the computational e�ort invested which is given

by the number of tries speci�ed via N and R. To estimate the e�ort necessary for obtaining
su�ciently accurate results we compare the closed form solution with results obtained using
the Monte Carlo method. A distribution is created using Equation 3.27 with a λ = 100. This
distribution is used in the Monte Carlo Solver and its output is compared with the results
given by Equation 3.26 (Using packet sizes of L = 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100 bytes).
The solver is con�gured with T = 100, N = 1000 and R = 100. The results produced by the
simulator are within 0.44% on average to those of the closed form solution and have a maximum
PRR di�erence of 1.42%. When R = 50 and R = 10 is used the average di�erence between
predicted PRR by the model and the solver increases by 0.04% and 0.05% respectively. This
suggests that reasonable accuracy can be obtained with limited numbers of simulation runs.

3.3.3 Capturing the IDLE-PDF

In this section we discuss IDLE-PDF measurement considerations and describe a measurement
tool based on standard sensor node hardware.

Copyright © 2015 RELYonIT consortium: all rights reserved page 32



RELYonIT
Dependability for the Internet of Things

Report on Protocol Models & Validation and Veri�cation

The IDLE-PDF Capture Tool: The IDLE-PDF is captured in the deployment area. Obvi-
ously it would be possible to deploy dedicated equipment to carry out this measurement which
would result in undesirable additional deployment costs. Thus, we aim to carry out interfer-
ence measurements with the same sensor node hardware used for the �nal application. As a
result, accuracy and detail of interference measurements are limited by the available hardware.
However, a bene�t is that interference can be measured at the exact position where it occurs
and with the same hardware impacted by the interference signal.
Modern IEEE 802.15.4-compliant radio transceivers provide the capability of reading the

received signal strength (RSSI) in absence of packet transmissions. When sampled at a high
rate, these measurements can be used to quantify the level of interference at a given node.
Following the approach used in [10, 11] (i.e., by boosting the CPU speed, optimizing the SPI
operations that are used to interface the radio), one can indeed perform a high-speed sampling
of the RSSI register on Maxfor MTM-CM5000MSP nodes up to 50kHz.
To capture the distribution of idle and busy periods, we build a Contiki application that

carries out RSSI sampling as described previously and computes statistics on the idle and
busy periods on a speci�ed channel until a set amount of RSSI samples R is collected (in our
application we use R = 12.5 million samples for a 5min sampling window). We make sure
every interrupt is disabled and that no other process can interfere with our operations since we
need to sample at the highest possible rate. This way, we achieve a sampling rate of one RSSI
value approximately every 24µs.
We introduce an RSSI threshold RThr de�ning whether a channel is idle or busy (RSSI values

above RThr identify a busy channel, RSSI values below RThr identify an idle channel). We count
the number of consecutive RSSI readings in which a channel remained idle or busy and as soon
as the current channel state (idle, busy) di�ers from the previous one, we increment a �eld in
one of two arrays Aidle[i] and Abusy[i]. Each array holds 16 �elds which correspond to di�erent
ranges in length of an idle or busy periods. On recording a period, the length of the period is
compared to 16 variable length running ranges and the corresponding �eld within either the
idle or busy array is incremented. Because of the limited memory of the nodes, we truncate
the maximum duration of an idle or busy period to 100ms.
Storage requirements. In our implementation we chose to quantise an idle or busy sample

(1 bit), counting the length of a period in sample units and store this recorded value using 16
variable length ranges. An alternative to this would be to store a trace of recorded samples
as either RSSI values or a count of consecutive samples of a given state (idle, busy). Whilst
some compression of a trace may be possible (e.g. run-length encoding) storing a distribution,
even with no compression, requires signi�cantly less storage. For comparison, during a typical
5min sample with no arti�cial interference 25722 idle and busy periods are present. Storing
each period as a 16-bit integer would require approximately 101Kbyte of memory for both
distributions. This compares to just 128byte for both distributions storing 16 ranges of 32-bit
values.
Limitations. The achieved sampling rate is su�ciently high to identify the short instants in

which the radio medium is idle due to the Inter-Frame Spaces (IFS) between 802.11 b/g packets
as shown by Hauer et al. [23, 24]. Although the achievable 50kHz sampling rate is su�cient
to detect IEEE 802.11b frames, it may not be enough to capture all 802.11g/n frames (the
minimum size of a Wi-Fi packet is 38 bytes, and the maximum speed of Wi-Fi transmissions
is 11, 54, and 150Mbit/s for 802.11b/g/n standards, respectively).

Copyright © 2015 RELYonIT consortium: all rights reserved page 33



RELYonIT
Dependability for the Internet of Things

Report on Protocol Models & Validation and Veri�cation

Updating the IDLE-PDF at Runtime: The environment in which a sensor network is
deployed is typically dynamic and may change over time. In this case the IDLE-PDF captured
before deployment may become invalid once the network becomes operational. It is therefore
useful to measure the IDLE-PDF periodically at runtime to either verify that the IDLE-PDF
used for network and application con�guration is still valid or to produce an entirely new IDLE-
PDF in case the surrounding environment has radically changed. We refer to this process as
runtime assurance.
Runtime assurance can run alongside normal WSN software on nodes within a deployment.

Periodically, a sensor node may hand control to runtime assurance which then carries out
an interference measurement. The same limitations regarding measurement time, duration and
location applies as discussed in the previous paragraphs. Runtime assurance may execute during
times a node would normally enter a sleep state in order to ensure interference measurements
do not impact on normal node operation. The software used for measurement is the same as
the one used for capturing the IDLE-PDF before deployment (see previous paragraph).

Measurement Considerations: It is our aim to capture interference patterns in a deployment
area such that the measurement allows us to estimate packet delivery probabilities during
later network operation. Independent of the applied measurement technique this approach
can only be successful if the interference impacting on the deployed network is present during
measurement.
When to measure. Obviously, measurements must be carried out when a representative

interference is present in the deployment. In most deployment areas interference can vary
much over time. For example, in an o�ce building Wi-Fi usage during the day will create
much interference while during night little activity will be observed. Similarly, interference
measured during weekends is typically lower than during work days.
Figure 3.11 illustrates the impact of measurement time on the shape of the recorded IDLE-

PDF . Figure 3.11(a) shows 4 IDLE-PDFs captured at night in our university building. Each
IDLE-PDF is captured over a period of 5min and all sampling phases are one hour apart. All
4 IDLE-PDFs have a very similar shape and any of the 4 captured IDLE-PDF would be a good
representation of the interference environment present at night. The 4 IDLE-PDFs shown in
Figure 3.11(b) are captured by the same device during daytime. For most times the interference
is similar to the night time interference; however, the IDLE-PDF recorded at 12:00 clearly
di�ers. During this IDLE-PDF sampling, an increase in interference (most likely a very active
Wi-Fi client) is present, and the IDLE-PDF distribution is shifted towards short idle periods.
This increases the chances that a transmission is not completed before interference occurs,
likely leading to a loss of the transmitted packet. The 4 IDLE-PDFs shown in Figure 3.11(c)
are captured in the evening. The IDLE-PDF at 18:00 is comparable to the PDF at night while
the other 3 IDLE-PDF show higher levels of interference.
Therefore, the point in time in which the measurement is carried out has a strong impact

on the obtained IDLE-PDF . However, it depends on the users intention on how to use the
IDLE-PDF which informs the approach to take to deal with the observed temporal changes.
If the user is interested in long-term average packet delivery reliability �gures all measured
IDLE-PDF at di�erent points of time can be aggregated into one single average-case IDLE-
PDF . The average-case IDLE-PDF for the 12 example PDFs shown in Figure 3.11 is given

Copyright © 2015 RELYonIT consortium: all rights reserved page 34



RELYonIT
Dependability for the Internet of Things

Report on Protocol Models & Validation and Veri�cation

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  20  40  60  80  100

P
D

F

Idle Period Length (ms)

01:00 02:00 03:00 04:00

(a) Period 1

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  20  40  60  80  100

P
D

F

Idle Period Length (ms)

10:00 11:00 12:00 13:00

(b) Period 2

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  20  40  60  80  100

P
D

F

Idle Period Length (ms)

18:00 19:00 20:00 21:00

(c) Period 3

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  20  40  60  80  100

P
D

F

Idle Period Length (ms)

Average

(d) Aggregated IDLE-PDF

Figure 3.11: IDLE-PDF captured by four nodes on Channel 19 with 5min sampling periods
at di�erent times of the day. The �rst shows those captured at night; the second
during working hours; the third during the evening. The last shows the aggregation
of all three periods.

Copyright © 2015 RELYonIT consortium: all rights reserved page 35



RELYonIT
Dependability for the Internet of Things

Report on Protocol Models & Validation and Veri�cation

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  20  40  60  80  100

P
D

F

Idle Period Length (ms)

300s 60s 31s 9.6s

(a) Di�erent Sampling Periods

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  5  10  15  20

D
K

L 
to

 5
m

in
 p

er
io

d

Time of Day (Hours)

60s 30s 9.6s

(b) DKL, Sampling Periods

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0.35

 0.4

 0  20  40  60  80  100

P
D

F

Idle Period Length (ms)

Node 3 Node 6 Node 9 Node 12

(c) Di�erent Sampling Locations

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  5  10  15  20

D
K

L 
to

 N
od

e 
3

Time of Day (Hours)

Node 6 Node 9 Node 12

(d) DKL, Sampling Locations

Figure 3.12: IDLE-PDF on Channel 19. The �rst two �gures describe the impact of using
di�erent sample durations. The second two �gures describe the impact of using
di�erent sample locations.
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in Figure 3.11(d). If the user is interested in worst-case packet delivery reliability that might
be encountered in the deployment it would be better to select the worst-case IDLE-PDF (the
IDLE-PDF leaving to the worst PRR prediction) as representation of the interference situation.
For the example given in Figure 3.11 one would select the IDLE-PDF from 12:00 in period 2.
How long to measure. As previously shown it is important to consider the point in

time when to measure the IDLE-PDF . The next important aspect to consider is the necessary
sampling duration at each sampling time. Shorter sampling periods would be bene�cial as
shorter sampling durations would require less energy. We intend to use sensor nodes as sampling
devices which often rely on battery power.
Figure 3.12(a) shows an IDLE-PDF captured at one point in time where di�erent sampling

durations are used (300s, 60s, 31s, 9.6s). As it can be seen, the shape of the IDLE-PDF is not
very dependent on the sampling duration. Formally, the Kullback-Leibler (KL) divergence can
be used as a measure of the information lost when approximating the probability distribution
with high sampling duration by a probability distribution with lower sampling duration. Small
values of the KL measure are good as little information is lost due to lower sampling duration.
Figure 3.12(b) shows the KL divergence with 300s sampling duration as base over an entire
day. As it can be seen the KL divergence is very low except at two measurement points. At
these points, as expected, the KL divergence is higher for low sampling durations. This analysis
shows that high sampling durations provide little bene�t in terms of probability distribution
accuracy of the IDLE-PDF . Combining this insight with the previous aspect on "when to
measure" it seems more bene�cial to distribute a large number of small sampling periods over
a long time period instead of using one long sampling period at one point in time.
Where to measure. An idle period is de�ned as a time duration in which the energy de-

tected in a transmission channel stays below a given threshold RThr. If interference is measured
in one place it is obviously not guaranteed that interference measured at a di�erent place in
the same area is similar. Thus, most accurate results can be achieved when measuring the
IDLE-PDF with the node that is later used as receiver for the packets for which the delivery
success rate is computed. However, it is possible to record interference at one location and
then use this measurement to predict the outcome of transmissions at di�erent locations in the
vicinity of the measurement spot.
Figure 3.12(c) shows the IDLE-PDF captured at 4 di�erent locations at the same time (the

used capture devices are spaced 3m apart). As can be seen, the measured interference patterns
are similar. Figure 3.12(d) shows the KL divergence with the distribution captured at one
node as base over an entire day. As it can be seen, the interference patterns at two nodes
are almost identical (very small KL value) to the reference node while one node (node 12)
experiences a slight variation in terms of measured IDLE-PDF . These experiments show that
it is not necessary to capture the IDLE-PDF at every single node in the deployment. Instead,
it is su�cient to capture the distribution once for an interference area (However, in practice it
might be di�cult to decide what these areas are).

3.3.4 Validation and Veri�cation (D-2.3)

For evaluation we use Maxfor MTM-CM5000MSP sensor nodes running the Contiki operating
system [20]. The nodes are used for both the transmission of data packets and to capture the
IDLE-PDF using the software described in Section 3.3.3. All experiments are carried out in a
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Figure 3.13: Predicted PRR using the model and solver and actual PRR for a packet size of 5
under background interference.

university o�ce environment in a room of approximately 5m2, vacated for the duration of each
experiment. During packet transmission tests, the sending sensor node transmits 16 packets
per second with size L randomly chosen from 12 �xed packet sizes to a paired receiver on a
speci�c channel. Inter-packet spacing is approximately 1/16 of a second with a small amount
of jitter introduced to avoid any potential synchronisation e�ects. Each sender and receiver
pair are placed approximately 3m apart around the centre of the room. In the experiments we
use two types of interference. Firstly, Wi-Fi networks operating on channel 1 in the building
carrying university network tra�c are used as a form of uncontrolled background interference,
the access point is located approximately 4m from the room perimeter. Secondly, we use the
network tra�c generator Iperf between two desktop PCs interconnected via Wi-Fi 802.11g
on channel 3 to produce controlled Wi-Fi interference. The Wi-Fi network used to generate
controlled interference operates on an isolated network using a channel that is not occupied by
other access points. The access point is placed in one corner of the room with connection to
the �rst PC whilst the client adapter is placed in the opposite corner connected to the second
PC.

Model Based PRR Prediction: In our �rst experiment we use interference introduced by
the university Wi-Fi network. We record the IDLE-PDF over a period of 24 hours where
in each hour the IDLE-PDF is recorded with a sample period of 5min. The average IDLE-
PDF distribution is then calculated from the 24 individual recorded distributions. Thus, an
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interference pro�le is created which describes the average interference level over 24h. We use
the exponential model introduced in Section 3.3.2 to model this measured average IDLE-PDF .
We then transmit packets of size L = 5bytes over a duration of 20h and record the achieved
PRR which is then compared to the model predicted PRR. To determine parameter λ which
characterises the exponential model, we �t the model to the measured data using a total least
squares �t. The model is expected to give a PRR prediction close to the observed PRR where
the observed PRR may oscillate around the predicted value.
The results of the experiment are shown in Figure 3.13. The measured PRR (sliding window

of 5min) is shown over the experiment duration of 20h. The model predicted PRR matches very
well the observed values. The PRR records oscillate as expected around the predicted value.
The overall measured PRR over the entire duration of the experiment is Pmeasured = 89.9%
while the model prediction is Pmodel = 91.9%.
In this case, the exponential model produced from the captured distributions can be used

to estimate the achievable PRR reasonably well. However, in many cases the observed distri-
butions do not follow exactly an exponential shape and therefore the model will produce less
accurate approximations. More accurate results can even be obtained in the case presented here
by using the Monte Carlo Solver described in Section 3.3.2. The solver will always produce
more accurate results as it uses the actual measured IDLE-PDF instead of an approximation
as used by the exponential model. Figure 3.13 includes the PRR prediction obtained using
the solver which provides a PRR prediction of Psolver = 88.6%. The prediction of the solver
is 1.3pp below the actual achieved PRR; in case of the model the prediction is 2pp above the
achieved PRR.
It has to be noted that the interference distribution used for PRR prediction was recorded

during 24h before the experiment was run for 20h. The interference is introduced by packet
transmissions on the university campus network. This shows that interference characteristics
can be very stable over long periods of time. In situations where this would not be the case,
the IDLE-PDF might need to be updated during network operation as we have described in
Section 3.3.3.

Monte Carlo Simulation Based PRR Prediction: We now use our network tra�c generator to
produce six di�erent levels of Wi-Fi interference. We vary the rate of the generated interference
between 500kbit/s and 10Mbit/s, and record the IDLE-PDF over a 1h period measuring two
distributions with a sample duration of 5min and using the average of these two distributions.
We then calculate the expected PRR for di�erent packet lengths L in presence of the di�erent
interference intensity levels using the Monte Carlo Solver. Thereafter we transmit packets of
the di�erent sizes L in the environment exposed to the di�erent interference intensity levels.
For each intensity we record the achieved PRR for each packet size L over a 2h window. The
aim of this experiment is to evaluate achievable PRR prediction accuracy.
The results of the experiment are shown in Figure 3.14. The �gure shows that generally for

lower interference intensities the predicted PRR closely matches that of the recorded values
across all packet sizes. PRR predictions under 500kbit/s of interference have an average error
(average distance between predicted PRR and actual PRR over all packet sizes) of 2.32% and
a worst-case error (maximum distance between predicted PRR and actual PRR for all packet
sizes) of 4.97% as described in Table 3.4. As the interference intensity increases, both the
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Figure 3.14: Predicted and actual PRR for di�erent packet sizes under increasing interference
(predicted pre�xed with p and actual pre�xed with a).
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Table 3.4: Average and Worst-Case PRR Prediction Error. The overall average of all average
errors is 3.2%.

Interference Level Worst-Case Error Average Error

500kbit/s 4.97% 2.32%

1000kbit/s 10.07% 4.13%

2000kbit/s 13.10% 6.62%

4000kbit/s 9.66% 2.7%

8000kbit/s 15.07% 2.41%

10000kbit/s 1.85% 0.91%

average error and worst-case error increases. At an interference level of 2000kbit/s the worst-
case is 13.10% and the average is 6.62%. The error eventually falls as the PRR approaches
0%, this can either be due to the increased level of interference as seen with 10000kbit/s
of interference intensity or with increased packet transmission size at lower intensity as with
4000kbit/s.

IDLE-PDF Variations: In Section 3.3.3 we have shown that the IDLE-PDF measurement
must be carried out at a point in time at which the interference of interest is present. In this
experiment we show the impact of changes in the IDLE-PDF on predicted packed delivery rates.
In this experiment we create controlled Wi-Fi interference in the testbed which varies over time.
The experiment consists of transmission of 0.5Mbit/s for a duration of 50min. Thereafter we
increase the level of interference by increasing the transmission speed on the Wi-Fi network to
4Mbit/s for a duration of 20min. Finally we drop the level of interference back to 0.5Mb/s
for a duration of another 50min. Before starting the experiment we create the interference
levels of 0.5Mbit/s and 4Mbit/s and record both the IDLE-PDFs using a sampling duration
of 5min twice over 2 hours taking the average for each. These two IDLE-PDFs are used with
our Monte Carlo Simulator to determine expected PRR for both interference environments.
Figure 3.15 shows the results of the experiment for two packet sizes (L1 = 5byte, L2 =

20byte). The achieved PRR over time (using a 5min sliding window) is shown. In addition the
PRR using the two di�erent IDLE-PDFs is shown as well. It can be seen that the achieved PRR
is dropping in the period of increased interference. For both interference levels very accurate
PRR are predicted when using the respective IDLE-PDF (a maximum di�erence in PRR of
5.1% for 500Kbps and 6.7% is observed). The experiment shows also that it is essential to
capture a suitable IDLE-PDF for prediction of achievable network performance (see discussion
in Section 3.3.3). If it is for example important to predict worst-case PRR the IDLE-PDF
representing high interference levels would be suitable. However, this would require that the
worst-case IDLE-PDF was observed before network deployment.

Reactive Interference We have shown that the variable packet size model can yield very
accurate predictions. This is based on the assumptions that whilst interference may slightly
vary overtime, the interference captured is similar to that experienced by the nodes at runtime.
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Figure 3.15: Predicted and measured PRR in an environment with variable interference. Wi-
Fi tra�c is used as source of interference (0.5Mbit/s for a duration of 50mins,
4Mbit/s for a duration of 20min, 0.5Mbit/s for a duration of 50mins).

In the last sub-section we demonstrated that in many environments interference patterns may
change signi�cantly in which case multiple model instances are required. A second assumption
was also made in that the signal generated by the node at run time has little to no e�ect on
existing interference. When both of these assumptions hold, the protocol model can produce
highly accurate predictions.
In some environments these assumptions may not hold. Interference from communicable

sources such as WIFI or Bluetooth can react to interference to improve the quality of their
communication. If the energy output from our node transmissions is detected by such systems,
it will be considered as interference and these systems will react accordingly. During our lab
experiments so far, we have used minimal transmission power settings to emulate longer links,
this has had the side e�ect of reducing the likely hood that our transmission have had any
e�ect on the WIFI interferer. Boosting the transmission power so the WIFI interferer is more
likely to detect our signals will generated a reaction. Such systems can react in a number
of possible ways including; to back-o�, to change encoding or modulation techniques or to
modify transmission frequency. Each of these reactions will have an impact on the interference
experienced by the node at transmission time.
Modi�cations to the interference experienced at run time to the interference measured at by

the environmental capture tool will have an e�ect on the accuracy of the predictions made.
Such impact can have a random e�ect making predictions either too optimistic or pessimistic.
Back-o�s will increase the likely hood of a packet which would have been interfered will getting
through making the predictions too pessimistic. Changes in modulation or increased error
coding will increase the size of WIFI transmissions reducing the size of idle periods which
would make predictions to optimistic.
Such e�ects can be seen in Figure 3.16 which depicts the results of an experiment conducted

in a research o�ce in Lancaster. Real-world interference from the campus WIFI network was
used. A series of tests was performed back to back where for each test the environment was �rst
measured for 5 minutes before measuring PRR for 5 minutes. The transmission power selected
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Figure 3.16: Predicted and actual PRR for di�erent transmission power level under real-world
interference).

was incremented with each test from level 3 to 31. Slight �uctuations in the predictions over
the experiment was seen. This is expected as a real-world WIFI network was used whose tra�c
may �uctuate. The actual PRR in the �rst instances mirrored the changes in the prediction,
the prediction are accurate as seen in the earlier sections. However, at transmission power 8
the di�erence between the prediction and actual results started to deviate where the measured
PRR saw a signi�cant drop. There was a recovery in the measured PRR when the transmission
power reached 15. As can be seen from the �gure, PRR �uctuates as transmission power
increases; we surmised that the drop in PRR may be caused by WIFI retransmission that is
corrupting our transmissions. Due the vastly di�erence in time-scales of WIFI and 802.15.4,
multiple WIFI transmissions could occur during the transmission of a single 802.15.4 packet.
As transmission power increases, our signal may have then been detected by WIFI and di�erent
strategy such as back o� may have been implemented. To con�rm these observations further
work is necessary. At this stage we believe this unpredictable element may limit the use of
variable packet size to environments where much of the interference is non-reactive such as in
factories or where any reactive system cannot hear the transmissions of our nodes.

3.4 Radio Energy Prediction

The radio hardware in sensor nodes usually has the highest power consumption. The trans-
mission of packets requires the radio to monitor the channel and transmit only during clear
periods, whilst reception of packets requires also the channel to be monitored in order to detect
the presence of new data, and it is the monitoring of the channel that causes the highest power
draw over the runtime of the device.
This is especially true in cases where the radio band in question is also busy with tra�c from

other sources which are not part of the network. Zigbee, Wi-Fi, and other 2.4 GHz ISM band
radios all occupy the same frequency ranges, and will often cause unnecessary wake-up events
for the device, leaving the radio perpetually in an idle listening state, attempting to read data
when none relevant will occur.
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Some protocols do attempt to mitigate the e�ect of idle listening through reducing the check
rates, or the duration of the checks made on the channel. ContikiMAC, which uses the radio
RSSI level as a channel checking mechanism is signi�cantly a�ected by persistent idle listening
states. In environments without additional radio sources, the noise caused through the RF
characteristic of the environment can also signi�cantly extend the idle listening state, and
cause unnecessary energy consumption.
A model for predicting how the energy budget of a device will be a�ected by it's radio

behaviour during these idle states is required to allow accurate estimations of the runtime of
the device, and to tune the radio behaviour to better hit its target energy budgets. This model
should provide a mechanism to:

� Reduce the channel check frequency in busy, or noisy environments

� Increase the channel check rate during known idle spaces.

3.4.1 Protocol Behaviour

In this section ContikiMAC is taken as an example of a modern MAC protocol as a case study.
The protocol is examined to provide an understanding of how energy is consumed in a MAC
protocol.
ContikiMAC nodes attempt to keep the radio in sleep mode for as long as possible, only

waking periodically to check for data on the channel. As the receivers are known to wake at
speci�c intervals, ContikiMAC implements an optimisation known as Phase Lock (PL) which
attempts to delay transmission until the receiver is expected to be checking the channel. Because
this is all done by the transmitter, it has no e�ect on the energy usage at the receiver.
When waiting for data, nodes sample the channel state twice, 0.5ms apart; if either of these

samples return a busy state, the receiver keeps the radio powered up to receive any data from
the channel. Transmitters also perform a channel check to determine if the channel is clear to
send.
To maximise the chance of successful reception, messages are (re)transmitted 6 times at a

�xed interval in phase with the time when the receiver is supposed to be listening, and each
transmission is followed by a CCA - this is known in ContikiMAC as strobing. Receivers may
report an ACK for any strobe, and in doing so terminate the transmitter's strobing sequence
- marking a successful transmission.
When a receiver is checking the channel for new data, it performs two distinct operations -

shown graphically in Figure. 3.17. These operations are referred to as the signal detection or
packet reception phase.
In the signal detection phase, the device performs two CCA energy detection checks (rep-

resented as C = CCA in Figure 3.17) each consuming approximately 300µs of radio on time.
If either of these checks sees signi�cant activity, the device will proceed to the second packet
reception phase, otherwise the device returns the radio to a sleep state.
When performing the packet reception phase, the device keeps the radio constantly active

to receive any data from the air. First, the device re-runs the CCA check procedure, if any
signi�cant energy is detected, the radio is kept active to receive the packet data. Throughout the
actual reception, the device checks periodically that data continues to be available, otherwise
when enough consecutive checks return an `idle' channel state, the device considers the channel
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empty and abandons the reception attempt and returns to sleep. Alternatively, if a complete
packet is received, then the radio can also return to sleep. Each run consumes approximately
620µS of radio on time.
This sequence illustrates the problems with a busy environment: if a CCA check indicates

that a channel is `active' state (in either phase), the device will be kept in an idle wait state.
In the �rst phase, this interference causes unnecessary wakeup events. In the second, packet
reception phase, the interference causes the device to continue to wait for real data, expending
energy for the duration. This problem is especially prevalent for nodes co-located with other
2.4Ghz spectrum networks, as initially `valid' data may arrive, but be in a totally di�erent
protocol.

3.4.2 Protocol Models

The energy expenditure for a given radio con�guration can be calculated by examining how
long the radio will be active for using a speci�c MAC or energy usage scheme.
To determine the active and idle listening periods for a protocol, a model should describe

how the radio behaves during it's operation. As idle listening dominates the energy budget
usage for the radio, we exclude the active period and any individual transmission and reception
costs and simplify the model to only consider the listening period.
A protocol model can be implemented using either a closed form method or through the

use of a Monte-Carlo method. The choice depends on the complexity of the protocol and the
speci�c environmental model used. Continuing the use of ContikiMAC as a case study, in this
section we will �rst show how to derive a closed form protocol model for ContikiMAC before
showing a Monte-Carlo approach.

Closed Form Method: In this section we describe analytically the channel check behaviour
of ContikiMAC in a noisy environment. We develop a closed form solution for the expected
radio receiver on time during a channel check sequence (referred to as E(p)) by analysing the
ContikiMAC channel check state machine as described in Figure 3.17. E is a function of the
parameter p which denotes the probability of the channel being busy. p is known by reducing
the interference PDF's models developed in WP1 to a Boolean busy or idle state, we can
determine the busy/idle time proportions and estimate the chance of a packet being available
for reception. E(p) is composed of three elements �Eii, Eib and Eb)� as follows:

E(p) = Eii + Eb + Eib (3.29)

Eii represents the case where ContikiMAC's �rst CCA returns clear followed by a clear result
from the second CCA. The probability for this branch of the state machine being executed is
Pii = (1−p)2. If this path is executed the radio receiver on-time is the time required to execute
the two CCA with duration TCCA1 and TCCA2 (TCCA1 = TCCA2 = 294µs on our Tmote test
platform). Thus, the term Eii is given as:

Eii(p) = (1− p)2 · ((TCCA1 + TCCA2)) (3.30)

Eb represents the case where ContikiMAC's �rst CCA returns busy and ContikiMAC enters
a procedure in which the channel is periodically checked via a CCA (with duration TCCA3).

Copyright © 2015 RELYonIT consortium: all rights reserved page 45



RELYonIT
Dependability for the Internet of Things

Report on Protocol Models & Validation and Veri�cation

Figure 3.17: The ContikiMAC packet detection sequence. The �rst part of the sequence con-
sumes ≈ 300µS of radio on time for each CCA check (represented by C = CCA).
The second phase includes the rest of the graph and consumes ≈ 620µS for each
run. Operations which cost signi�cant time (depending on the speci�c radio in
use) are marked in grey.
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ContikiMAC
Variable Default Description
TCCA 122µS Time to perform a CCA check
TCCA3 622µS Time to perform a CCA check when the radio is active
NMAX 11 Maximum attempts to receive a packet
NSIL 6 Silence period to determine the channel is `quiet'
TWAIT 500µS Time to wait between CCA checks to keep in phase lock
INITIAL_CCA 2 CCA checks to before entering the listening phase
RADIO_PREP 172µS Time to con�gure the radio

Table 3.5: The default ContikiMAC variable values

In this procedure the node evaluates if a detected channel activity is part of an incoming
transmission. A maximum number ofNmax CCA's are carried out, withNmax = 11 for a default
ContikiMAC con�guration. The procedure may terminate before Nmax CCA's are carried out
if Nsil consecutive clear CCA's are encountered, with Nsil = 6 for a default ContikiMAC
con�guration. Between each CCA a delay of Twait is included, which contributes to the radio
on time as ContikiMAC keeps the radio active during the entire procedure. The very �rst CCA
in this procedure returns always busy as there is no time delay between this CCA and the busy
CCA leading into this procedure. For the default ContikiMAC con�guration, as given in Table
3.5, exactly 7 possibilities exist for the procedure to terminate before the maximum number
of Nmax = 11 CCA checks are carried out. For example, after the �rst CCA in the procedure
�which always returns busy� we could encounter a sequence of 6 idle CCA which leads to a
termination of the procedure after 7 CCA checks. The probability of this path is given by
p · (1− p)6. Considering all possible paths through the state machine we can give Eb as:

Eb(p) = p · (1− p)Nsil ·
(

(Nsil · (TCCA3 + Twait) + TCCA1)

+

(Nmax−Nsil−2)∑
m=1

m∑
n=1

[
pn · (1− p)(m−n)

·
(
(Nsil +m) · (TCCA3 + Twait) + TCCA1

)])
+p ·

(
1−

(
(1− p)Nsil

+

(Nmax−Nsil−2)∑
m=1

m∑
n=1

[
pn · (1− p)(m−n)

]))
·
(
(Nmax − 1) · (TCCA3 + Twait) + TCCA1

)
(3.31)

Eib represents the case where ContikiMAC's �rst CCA returns clear but the second CCA
returns busy which then leads to the execution of the same procedure as described for Eb. The
di�erence here is the resulting duration of the radio on time as two CCA are executed before
entering the procedure of repeated follow-up CCA checks. Eib can be given as:
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Eib(p) = p · (1− p)Nsil+1 ·
(

(Nsil · (TCCA3 + Twait) +

TCCA1 + TCCA2)

+

(Nmax−Nsil−2)∑
m=1

m∑
n=1

[
pn · (1− p)(m−n)

·
(
(Nsil +m) · (TCCA3 + Twait)

+TCCA1 + TCCA2

)])
+p ·

(
1−

(
(1− p)(Nsil+1)

+

(Nmax−Nsil−2)∑
m=1

m∑
n=1

[
pn · (1− p)(m−n)

]))
·
(
(Nmax − 1) · (TCCA3 + Twait)

+TCCA1 + TCCA2

)
(3.32)

ContikiMAC carries out a channel check procedure with a frequency of f (with f = 8 · 1/s
for the default ContikiMAC). Thus, the idle energy consumption e(p) of a node in a radio
interference environment with a busy channel probability of p can be given as:

e(p) = E(p) · f (3.33)

For ContikiMAC we obtain P (0) = 0.471% and P (1) = 5.211%. Hence, with no interference,
ContikiMAC with a channel check rate of 8 would obtain a minimum radio on time of 0.47%
and with 100% interference the radio on time is 5.211%.

Monte-Carlo Method For many MAC protocols, a closed form solution is di�cult to imple-
ment. As an alternative to the closed form solution, a Monte-Carlo method can be used. In
contrast to closed form solutions, the Monte-Carlo solver allows us to approach other MAC
protocols with ease - using a simple emulation of channel checking phase implementation. Fur-
thermore the Monte-Carlo method also allows more complex environmental models such as
PDF or even real-world interference traces to be used.
Monte-Carlo methods emulate the protocol processes against the chosen environmental model

to calculate the energy consumption. This process should be repeated a su�cient number
of times to obtain the desired prediction accuracy. For our ContikiMAC example, we have
emulated the channel check processes described in Figure 3.17 against the simpli�ed busy to
idle ratio model derived from the PDF models.
We choose to implement the Monte-Carlo solver in PHP but any scripting language would

have been capable of running these same steps. For ContikiMAC, the Monte-Carlo solver
takes three input parameters; the probability that the channel is in use (p), channel checks per
second (c) and test duration in seconds (t) and functions as illustrated in Algorithm 1. As we
only consider the energy consumption of the channel check process, we will only model this
component of the protocol. Within the solver, the channel check process is implemented as a
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function that returns the emulated radio on time for that channel check, and is a direct port
of the ContikiMAC source code. The solver calls this function c× t times.
Our implementation of the ContikiMAC channel check function executes each of the steps

described in Figure 3.17 which uses a series of CCA tests to evaluate the state of the channel
and how long the radio should remain active. For our purposes the CCA test is implemented
as a function and utilises the provided variable p to evaluate if the CCA test should pass or
fail, and each CCA test is considered independently. The function records the time the radio
would be on with each emulated step, returning this time on function completion.
In the initial phase of the process, two emulated CCA tests are performed each with a

probability of p that the CCA reports a busy channel. If either of these return a channel busy
state, the function proceeds with the second phase of the process, otherwise the node simply
returns to sleep mode. For each of these tests, a radio on time of 320us is added to the total
time.
In the second phase of the process, a loop is used which �rst increments a counter representing

the number of tests, MAX, before performing a simulated CCA test. If idle, this increments
a count representing the number of silence periods, silence, or if busy, clears this counter. If
the variable MAX is above 10, or the silence value is above 5, the function will terminate
returning the total radio on time. After the test of these two variables, 620us, the total cost of
an iteration of the loop, is then added to the total on time.
With each call of the channel check process, the solver sums the total radio on-time for

each check, and at the end of the simulation calculates and outputs the percentage of time the
radio would have been active. The solver can be further automated with a series of di�erent
environmental models and channel check rates.
For ContikiMAC the channel check function utilises p to determine the success of each CCA

test. For other MAC protocols it may be necessary to utilise a reconstructed statistically
representative trace of the interference present such that the processes of the MAC protocol
can be replayed against, and the Monte-Carlo method facilities this procedure.

3.4.3 Validation and Veri�cation (D-2.3)

To validate this approach we decided to examine the Monte-Carlo method with the ContikiMAC
protocol. We have evaluated how well radio energy can be predicted extensively at multiple
locations around the Lancaster Campus over short and long test runs. The predictions made
by the model have been shown to have high levels of accuracy. In this section we document
a subset of our results from experimental deployments performed in; The Interference Lab, a
Meeting Room, and a Research Lab. A further set of results from the second integrated demo
will be presented later in the project.
The details of these experiments are described in the following sections.

Intererence Lab Results: The lab consists of a 5 meter-square room, unoccupied, and
situated as far as possible from as much uncontrollable interference. The room itself is situated
in one of the far corners of the departmental building, and is one of the quietest (both physically,
and electromagnetically) places available.
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Input: Busy probability: busy_prob; checks_per_second; test_duration
Result: The total energy expenditure, total_eng
Let: cca_clear(p) → ( random(0:1) > p );

total_eng = 0; �rst = 0; silence = 0; chan_busy = 0; periods = 0;

for i = 0→ INITIAL_CCA do
total_eng = total_eng + TCCA;
if cca_clear( busy_prob ) == FALSE then

chan_busy = 1;
break;

end

end

if chan_busy == 1 then

while TRUE do

if �rst != 0 then

if cca_clear(busy_prob) == TRUE then

silence = silence + 1;
else

silence = 0;
end

�rst = �rst + 1;
periods = periods + 1;
if (silence >= Nsil) OR (periods >= Nmax) then

break;
end

total_eng = total_eng + TCCA3 + Twait;
end

end

end
Algorithm 1: The Monte-Carlo solver algorithm. The precise operation of the solver is highly
parametrized, such that it can be adapted for use in other, non-ContikiMAC applications.

First Phase Test: This experimental con�guration included a WiFi access point in one cor-
ner, with a client situated in the opposite corner to generate interference across the deployment.
The transmitted data for interference was generated using the iperf tool.
A single node running ContikiMAC with standard settings - at an 8Hz channel check rate

- was placed at the center of the room and monitored for activity as progressively higher
interference was applied.
Eleven, 5-minute long tests were run sequentially, with each interference rate tested one after

the other. The �rst test used tools from WP1 to determine the environmental interference in
the lab, with the subsequent 10 tests using ContikiMAC. The ContikiMAC tests measured the
radio energy consumption - excluding the transmit energy - such that we only record the idle
energy.
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(a) Time spent idle listening vs. interference (b) Deviation from the model vs. interference

Figure 3.18: Interference lab results without node transmission

Second Phase Test: Once the previous test con�guration had established a baseline, we
ran the tests in the same con�guration as before, but included data transmitted over the
ContikiMAC network from another node placed at 2 meters from the �rst.
For this phase, all radio activity was monitored for energy consumption, namely for idle

listening, packet reception, and transmission.
As before, 11 tests were performed, with the �rst test used to measure the interference present

in the environment. The results of this experiment can be seen in Figure 3.19 and closely follow
the trend seen in the previous phase. As the interference increases - along with transmission
rate decreasing for the nodes - the accuracy of the model increases, providing accurate energy
predictions for high interference rates. We see the largest deviation from our model when
interference is very low, as the interference becomes increasingly unpredictable.
With an increase in interference, we see that idle cost becomes progressively more dominant,

and increasing numbers of packets may be corrupted or backed-o� due to the busy channel
state.

Meeting Room Results: This and the following experiment were performed over longer
periods of time. The �rst experimental deployment was done in a meeting room, with two
nodes deployed.
One node used the tools described in WP1 to record the environmental interference at

minutely intervals, with the second node running ContikiMAC - again, with default settings -
recording it's idle energy consumption at 5-minute intervals.
We also calculate a rolling hourly average for idle energy consumption and interference levels

which were used to predict the idle energy consumption.
The results - as shown in Figures 3.20(a) and 3.20(b) - show a high correlation with the

model's expected interference, however the measurements here are continuous, and an initial
sample taken at the start of the experiment (as per the last experimental con�guration) would
have resulted in a higher error rate.
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(a) Time spent idle listening vs. interference (b) Deviation from the model vs. interference

Figure 3.19: Interference lab results with node transmission

(a) Actual and Predicted radio activity (b) Deviation from the model

Figure 3.20: Meeting Room Results: Prediction vs. Actual
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(a) Actual and Predicted radio activity (b) Deviation from the model

Figure 3.21: O�ce Results: Prediction vs. Actual

Research Lab Results: The research lab experiments were performed in an RF-noisy envi-
ronment, and were run over a full week, but were otherwise in an identical con�guration as the
meeting room. The results - Figures 3.21(a) and 3.21(b) show that the model maintained it's
accuracy over the duration, predicting a 0.91% error rate, and recording a 0.69% error rate in
reality.
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4 Models for Protocols Tackling

Temperature

4.1 Temperature-Aware MAC

We have observed, studied, and presented the phenomena that are caused by the variation
of temperature on low-power sensor nodes. In this chapter we introduce the models that
describe these phenomena, and predict the performance of temperature aware MAC protocols.
The presentation is divided in three steps. First, we recap the platform model presented
in WP1, which maps temperature e�ects to changes in signal strength (RSSI). Second, we
provide a model that maps RSSI to packet delivery ratio. Thus, with the second step we
map temperature e�ects to actual reception rates. But the second step does not consider the
clear channel assessment process (CCA). Hence, we complete our model in the third step by
characterizing the impact of temperature in the CCA.

4.1.1 The impact of temperature on received signal strength

First, let's recall the impact of temperature on signal strength, as was explained in deliverable
D-2.1 [46]. Many studies have shown that as temperature increases, link quality decreases and
the network connectivity is altered [4, 6, 7]. Experiments carried out by Boano et al. [12] show
that this signal attenuation is comprised of three distinct components; the signal attenuation
on the transmitter, the signal attenuation on the receiver, and the decrease of the noise �oor
sensed by the receiver. The e�ect of each component can be seen in Figure 4.1. We �rst heat
the transmitter and receiver separately, and then both at the same time. When the temperature
increases, the RSSI decreases signi�cantly, with the highest impact occurring when both nodes
are heated at the same time. There are two e�ects due to the received signal attenuation.
First, the packet reception rate (PRR) of a link between a�ected nodes is reduced. Second, the
clear channel assessment at the MAC layer becomes ine�cient due to packet collisions and the
unsuccessful wake-up of nodes [13]. The aim of our work is to model the e�ect of temperature
on the PRR and CCA.

A model for the impact of temperature on signal strength. In [46], we used a simple model
for the signal attenuation between a transmitter-receiver pair,

SNR(dB) = Pt − PL− Pn
= (Pt − Pn)− (Pt − Pr), (4.1)

where PL is the path loss between the pair, Pt the transmission power, Pr the received power,
and Pn the noise �oor at the receiver.
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Figure 4.1: Impact of temperature on the received signal strength of a single link.

For a given sensor platform we de�ned α, β, and γ as constants with units dB/K, and Tt,
Tr as the temperature in Kelvin of the transmitter and receiver respectively. The e�ect of
temperature on SNR was de�ned as:

SNR = (Pt − α∆Tt)− (PL+ β∆Tr)

−(Pn − γ∆Tr + 10 log10(1 + ∆Tr
Tr

))

= Pt − PL− Pn − α∆Tt
−(β − γ)∆Tr − 10 log10(1 + ∆Tr

Tr
)

(4.2)

The parameters α, β, and γ are computed empirically using the slopes of the linear trends that
were observed for each platform when running the experiments. In Figure 4.2, we illustrate
the e�ect of each parameter by using a simple electrical circuit analogy that captures the
characteristics of the previous model. The attenuation of the signal over the channel is modeled
with resistor RPL. The attenuation of the signal due to the transmitter and the receiver is
modeled with resistors RT and RR respectively.

4.1.2 Modelling the Packet Reception Rate

The model that we have explained so far only captures the e�ect of temperature on RSSI. We
need an upper layer abstraction that will better describe the network. This is the packet recep-
tion rate (PRR). In order to acquire a model for the PRR of a link, �rst we will introduce the
basic channel and radio models, and then we will enhance them with the e�ects of temperature.

The basic channel model. We are going to use the log-normal shadowing path loss model
for the signal propagation, which is given by:

PL(d) = PL(d0) + 10nlog10(
d

d0
) +Xσ (4.3)
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(a) Without temperature e�ects (b) With temperature e�ects

Figure 4.2: A simple electrical circuit equivalent model for a single link.

where d is the transmitter-receiver distance, d0 a reference distance, n the path loss exponent
(rate at which the signal decays), and Xσ a zero-mean Gaussian RV with standard deviation σ.
These parameters are obtained through curve �tting of empirical data. Figure 4.3 is an example
of an analytical propagation model for n=4, σ=3, PL(d0)=55 dB and an output power of 0
dB.
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Figure 4.3: Analytical channel model.

This model provides the relation between signal attenuation and distance. We now need to
connect the RSSI with the PRR of the link. We accomplish this by using a model for the radio
platform.

The basic radio model. The model for the radio is dependent on the encoding used. In
general, the probability of receiving a packet is:

p = (1− pe)N (4.4)

Copyright © 2015 RELYonIT consortium: all rights reserved page 56



RELYonIT
Dependability for the Internet of Things

Report on Protocol Models & Validation and Veri�cation

where pe is the probability of bit error and N is the length of the packet. pe depends on the
modulation scheme used and it is a function of the received signal strength:

pe = f(SNR) (4.5)

In the end the generalized PRR model for the radio is:

p = (1− f(SNR))N (4.6)

The sigmoid curve that is derived of this model is shown in Figure 4.4(a). Notice that in
the area between -93 and -98 dBm, the PRR is between zero and one. This area is called the
transitional region of the radio receiver. The other two are the connected and the disconnected
regions, having a PRR of one and zero respectively. We will show that temperature modi�es the
limits of these regions, due to the attenuation of RSSI. Figure 4.4(b) demonstrates the physical
interaction between the channel and radio model, as seen in Equation 4.6. The sigmoid curve
that is derived of this model is shown in Figure 4.4(a). Notice that in the area between -93 and
-98 dBm, the PRR is between zero and one. This area is called the transitional region of the
radio receiver. The other two are the connected and the disconnected regions, having a PRR of
one and zero respectively. We will show that temperature modi�es the limits of these regions,
due to the attenuation of RSSI. Figure 4.4(b) demonstrates the physical interaction between
the channel and radio model, as seen in Equation 4.6.
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Figure 4.4: Analytical model for the radio (a). PRR vs Distance (b).

The last property we need to evaluate is the noise �oor, Pn. The noise �oor depends on the
radio and on environmental properties such as temperature and interference [37]. We will not
use a model since we have measured it at an ambient temperature of 25◦C at -96 dBm [12].

The enhanced temperature-aware model. Using Equation 4.2, we can derive the complete
model for the packet reception rate of a single link when the temperature variation on the
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transmitter and the receiver are respectively ∆Tt and ∆Tr :

p = (1− f(Pt − PL− Pn − α∆Tt − (β − γ)∆Tr))
N (4.7)

We simulate this model for a ∆Tr = ∆Tt of 0 and 40◦C. Figure 4.5 demonstrates the e�ects
of temperature on the signal decay over the channel. The �rst e�ect that we notice is the
shrinkage of the regions. At the initial temperature, the connected region has a radius of 5
meters, and the transitional a radius of 12.5 meters. After increasing the temperature at both
the transmitter and receiver, these regions shrink to 3.5 and 9 meters respectively. This is a
reduction of 30% and 28%.
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(a) Without temperature e�ects, ∆T = 0◦
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Figure 4.5: E�ect of temperature on the channel model.

A better understanding of this dramatic e�ect can be seen in Figure 4.6. Imagine a neigh-
boring node being at a distance of 9 meters, inside the connected area, with a PRR of 1. After
increasing the temperature, the same node will fall into the disconnected region, having a PRR
of 0 just because of the e�ect of temperature.
When looking at this e�ect from the network's perspective, the problem is magni�ed. The

probability of a packet being successfully received after h hops when the PRR for each hop is
p, is ph. Thus nodes in the transitional area, that have a PRR < 1 may get disconnected from
the rest of the network as the total PRR will decrease signi�cantly.

4.1.3 Modelling the CCA Threshold

With the previous two steps we have a solid model for the wireless link, but there is no model
for the protocol yet. Before receiving a packet, a node coming out of sleep checks if the signal
strength of the channel is above a �xed threshold, denoted TCCA. If the channel's signal
strength, Pr, is greater than TCCA the node infers that an ongoing transmission is present and
remains awake to receive the packet. But under high temperatures, the node will measure a
lower signal strength P

′
r = Pr − β∆Tr. If P

′
r is lower than the �xed CCA threshold, the node

will believe that there is no ongoing packet transmission, while in fact there is one. This e�ect
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Figure 4.6: E�ect of temperature on the radio model.

reduces the delivery rate. Next we derive a model to adjust the CCA dynamically to overcome
this problem. In our analysis and evaluations, the initial CCA is set to -77 dBm, which is the
default value used by ContikiMAC.

ΔTtxα
ΔTrxβ

ΔTrxγ
CCA	  CCA’	  

s0.99

s0.01

srsr
'

s0.99
'

s0.01
'

Figure 4.7: Analytical model for dynamic CCA adjusting for TempMAC

Scenario. We consider n nodes sending information to a central node (sink) that is 1-hop
away, i.e. the nodes and the sink form a star topology. The transmitters wake up periodically
and asynchronously �every tpkt� to send packets to the sink. The receiver (sink) wakes up either
in an asynchronous manner �every twakeup�; or in a synchronous manner, i.e. the receiver learns
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the wake up times of the transmitters and wakes up some time before. Upon waking up, the
receiver measures the signal strength in the channel. If the measured signal is above the Clear
Channel Assessment threshold (CCA), then the receiver deems the channel to be active (i.e. a
packet is on the air) and starts the decoding process. If the measured signal is below the CCA
threshold, the receiver deems the channel as idle and goes back to sleep.
Challenge. In Work Package 1, we showed that temperature a�ects the quality of links. The

higher the temperature, the lower the signal strength. This means that the link quality of some
transmitters may fall below the CCA threshold. Thus, the sink may observe less neighbors
that the original n, reducing the overall delivery rate. The goal of our model is to adjust the
CCA threshold of the sink in such a way that it preserves the original number of neighbors n.
The intuitive idea behind our model is depicted in Figure 4.7. Initially, a good link (blue dot

at -60 dBm) may have an rssi that is high enough to be above the CCA value (vertical blue line
at -70 dBm) and to get a packet reception of 100% (connected region). But due to temperature
e�ects at the transmitter, receiver, or both; the rssi may fall below the CCA value, and hence,
the link will be lost. To overcome this problem, the CCA needs to be adjusted according to
temperature e�ects, as shown by the two arrows: ∆Ttxα (due to the transmitter being heat
up) and ∆Trxβ (due to the receiver being heat up). Another important e�ect that our model
should capture is that the transition phase of the radio response (black sigmoid curve) will
shift left (towards the red sigmoid curve). In e�ect this shift implies that the radio can receive
signals with lower rssi values.
Counteracting the temperature e�ects of the transmitters. Let us denote ∆Ti as the

increase in temperature at transmitter i. According to the platform models derived in Work
Package 1, an increase in temperature maps to a decrease in signal strength ∆Tiα, where α is
a platform dependent parameter. Hence, to maintain the connectivity with all n transmitters,
the new threshold CCA′ needs to be:

CCA′ = min
i=1,...,n

{CCA−∆Tiα} (4.8)

Counteracting the temperature e�ects at the receiver. Denoting ∆Trx as the increase
in temperature at the sink, and β and γ as the platform dependent parameters, the threshold
CCA′ needs to be updated in the following manner:

CCA′ = min
i=1,...,n

{CCA−∆Tiα−∆Trxβ} (4.9)

The role of radio sensitivity. From a practical perspective, there is a limit on the minimum
value that the CCA′ threshold can take. That value depends on the radio response and can be
obtained from equation 4.7:

p = (1− f(sr − sn))b (4.10)

Where p is the probability of receiving a packet, sr is the measured signal strength in dBm, sn
is the noise �oor in dBm, (sr−sn) is the signal to noise ratio in dB, and b is the number of bits
in the packet. This equation has a sigmoid trend similar to the one depicted in Figure 4.4(a).
Denoting s0.99 as the signal strength that leads to a delivery rate of 0.99, and s0.01 as the

corresponding signal strength for a delivery rate of 0.01, we can de�ne three reception regions.
A connected region, where the received signal strength is above s0.99. A disconnected region,
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the signal strength is below s0.01. And a transitional region where the delivery rate drops
monotonically between 1 and 0. If the receiver (sink) is a�ected by temperature e�ects, the
sigmoid curve shifts to the left by ∆sγ.
Now let us rede�ne our notation to capture temperature e�ects on all parameters: s′r =

sr − ∆Tiα − ∆Trxβ, s′0.99 = s0.99 − ∆Trxγ (similar for s′0.01). Now with this notation we
proceed to de�ne the delivery rate fi() provided by the dynamic CCA′ approach for each link
i as:

fi(CCA
′, s′r) =


1 if max{CCA′, s′0.99} < s′r
p if s′0.01 ≤ CCA′ < s′r ≤ s′0.99

0 if CCA′ < s′r < s′0.01

Determining the initial CCA. The last important point that our model should cover
is the ability of selecting an appropriate initial CCA value. The requirement for the initial
CCA value is simple: a CCA value that guarantees that a group of links are reliable with and
without temperature e�ects. Let us denote ρ as the reliability requirement, which can take
values between 0 and 1. For example, a ρ = 0.9 would indicate that we want the system to
guarantee that a link will be above 90% delivery rate, with and without temperature e�ects.
Let us denote pmfi() as the probability mass function of rssi values for link i, and rssiiρ as

the highest rssi value that leads to a cumulative probability mass of (1 − ρ) for link i. This
basically means that to achieve reliability ρ on link i, rssiiρ should be on the connected region
of the radio response and it should also be above the CCA threshold. Formally, these two
conditions can represented by the following inequality: rssiiρ > max{CCA, s0.99}.
Now let us assume that we have a set of receivers at low temperatures, and we would like

to connect only to the links whose reliability will remain above ρ at high temperatures. What
initial CCA threshold should we use? We could select a very high and conservative CCA
threshold, but this choice may blacklist links that would otherwise be strong enough to be
received with and without temperature e�ects. If on other hand, we select a very low CCA
threshold, we risk selecting links whose reliability will go below ρ once high temperatures kick
in. The initial CCA value should hence be set to:

CCAinit = min
i∈n
{rssiiρ > s0.99 + ∆Tiα+ ∆Trx(β − γ)} (4.11)

In other words, the minimum rssiiρ that will remain in the connected region even when high
temperatures are present.

4.1.4 Validation and Veri�cation (D-2.3)

This section uses empirical data to validate the theoretical models presented in the previous
sections. We will �rst validate the results for Section 4.1.2, and then Section 4.1.3.
First, we focus on validating the e�ects of temperature on the transitional region. This case

represents the baseline, since no MAC protocol is used on top. Figure 4.8 shows the radio
sensitivity without temperature e�ects, which matches the theoretical trend in Figure 4.6.
Recall that the radio response determines the connected, disconnected and transitional regions.
The radio sensitivity curve was obtained by having seven nodes transmitting 100-packet bursts
with di�erent power levels to a single receiver. For each one of these bursts, we calculated the
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Figure 4.8: Empirical radio response without temperature e�ects.

delivery rate (prr), i.e. how many of the 100 packets were received, and the average rssi value
of the received packets. Each point in Figure 4.8 represents a single burst tuple < rssi, prr >
Subsequently, a series of experiments were conducted to capture the e�ects of temperature

on the radio's receiver response without any MAC layer. To this end, the eight nodes with
heating lamps in TempLab are used. Among these eight nodes, one node (207) is selected as
the receiver, and the other seven nodes send data packets periodically to that receiver. Each
of the seven nodes can reach the receiver directly in a single hop, thus no routing layer is
employed. A new data packet is sent every �ve seconds by each one of the seven nodes. Each
experiment is 40 minutes long, but considering that most of this time is used to heat up and
cool down the nodes, the results for high temperature use only the 10 minutes in the middle
where nodes reach the maximum temperature of 60◦.
Fig. 4.9 shows the results of four di�erent experiment: i) no node is heated, ii) only the

transmitters are heated, iii) only the receiver is heated, and iv) all nodes, transmitters and
receiver, are heated. Our validation should show two outcomes. First, that temperature reduces
the reception rate (Equation 4.7). Second, that the radio sensitivity curve shifts to the left when
the receiver is heated (which is the change due to γ in Figure 4.7, from the black curve to the
red curve). We show these two results in Figure 4.9. The x-axis represents the rssi, and the
y-axis the number of packets received for a given rssi. The di�erent colors of the histograms
(bars) are used to identify each individual transmitter. First, we observe that increasing the
temperature �either at the transmitter, receiver or both� (i) shifts all histograms to the left,
because the temperature decreases the rssi (Equation 4.2), and (ii) reduces the delivery rate
(Equation 4.7), captured by the lower height in all bars. Second, heating the receiver makes
radio more tolerant to receiving low-rssi packets, since the radio response moves to the left.
This phenomena can be observed in the two bottom graphs of Figure 4.9. In these two graphs,
the receiver is heated and we observe packet reception below -92 dBm, which is part of the
disconnected region (prr = 0) when the receiver is not heated.
After showing the e�ects of temperature on the packet reception rate without any MAC
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Figure 4.9: E�ects of temperature on reception rates without any MAC protocol. The x-axis
represents the RSSI and y-axis the number of packets received for each RSSI value.
The di�erent colors of the histograms (bars) are used to identify the packets of each
receiver.
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Figure 4.10: Empirical evaluation of the CCA threshold. The size of the bubbles denotes the
number of packets received for each RSSI value.
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Figure 4.11: E�ects of temperature on reception rates with ContikiMAC. The x-axis represents
the RSSI and y-axis the number of packets received for each RSSI value. The
di�erent colors of the histograms (bars) are used to identify the packets of each
receiver.
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protocol, we repeat the same set of experiments using ContikiMAC. This is done to capture the
detrimental e�ects of temperature on CCA-based protocols. ContikiMAC uses CCA to allow
nodes to remain asleep and conserve power by ignoring any radio signal received below the CCA
threshold. Unlike the transition phase of the radio response, which is a sigmoid curve, the CCA
threshold has a much sharper decay. Figure 4.10 shows the e�ect of the CCA threshold on data
packets. Note the abrupt change in the reception rate, no packets are received below the CCA
value.
Figure 4.11 shows the same four experiment carried out previously (in Figure 4.9) but with

ContikiMAC. The red vertical lines indicate the CCA threshold. To stress the capacity of the
network, nodes use a much higher data rate: 2 packets per second. The �gure shows that
the reception rate reduces signi�cantly as the transmitters and receiver are heated up. There
are two trends that are important to highlight. First, contrary to the radio response �which
tolerates lower rssi signals when the receiver is heated�, the CCA threshold is a hard value, and
hence, has a stronger e�ect in reducing the packet reception rate. Second, we observe that some
packets are received below the CCA threshold, which in principle should not be possible. This
phenomenon occurs because, after receiving a packet, ContikiMAC remains awake for some
more time in case other packets arrive. For these latter packets no CCA check is performed,
and hence, they could be received at lower RSSI values. Since our experiments use a very high
data rate, there is a high chance of �piggybacking� low-rssi packets after getting above-CCA-rssi
packets.
Finally, it is important to mention that the bene�ts of (i) dynamically adjusting the CCA

to overcome the loss in data delivery and (ii) setting an optimal initial CCA value, will be
presented in D4.4; when TempMAC is used in one of the integrated experiments.

4.2 TempLife

When a sensor network is deployed, we fundamentaly care about three main outcomes: to
obtain as much data as possible (high livery rate), to obtain data as fast as possible (low
latency), and to obtain data for as long as possible (long lifetime). Thus far, our protocols have
focused on analyzing the delivery rate and latency. With TempLife, we aim at modelling the
impact of temperature on the network lifetime.
The network lifetime is a function of the lifetime of individual nodes, and nodes belonging to

the same network can have widely di�erent lifetimes. In general, the lifetime of a node depends
on three parameters: the energy level of the batteries; the individual computation, sensing and
communication load; and the e�ciency of the communication primitives. The energy level of
batteries however changes with temperature, and the relationship between these two metrics
is complex and non-homogeneous. High temperatures may provide a short boost in the short
term (because the internal resistance is reduced), but they reduce the lifetime of the battery
in the long term. Low temperatures increase the internal resistance, and hence, reduce the
�ow of current. Batteries usually have an ideal (room) temperature at which performance is
maximized. Adding to all this non-linear behavior, the performance of batteries vary depending
on their manufacturing material.
Considering that we were not able to derive battery models in WP1 (due to lack of time), our

lifetime models provide only a general framework. To bypass the complexity of battery models,
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we emulate di�erent initial values for battery capacities in our evaluation. This approach gives
initial insights on the e�ects that changes in the battery's capacity can have on the lifetime of
the network. With this general framework, battery models could be later introduced.

4.2.1 Network Lifetime

Considering that most of the applications in sensor networks focus on data gathering, we focus
our analysis on two data collection paradigms: (pseudo) shortest-path trees, such as the CTP
protocol, and opportunistic forwarding, such as ORW. In data collection applications, nodes
are deployed in the scenario of interest, and they need to transmit information in a multi-hop
manner to a particular node in the network called sink. Figure 4.12 depicts the simple idea
behind data collection.

Sink

Figure 4.12: An example for data collection applications

Once deployed, we would like the network to deliver data for as long as possible. That is,
we would like to maximize the network's lifetime. In most WSN applications, maximizing the
network's lifetime is central because nodes usually do not have access to a continuous power
supply, and they have to run on batteries to full�ll the given task. Limited by the size of nodes,
batteries cannot be too big, and hence, energy becomes a scarce resource where every joule
should be spent discreetly [3]. Temperature changes would aggravate this phenomena due to
the randomness introduced in the lifetime of each individual battery.

Network Lifetime and its Key Components

The network lifetime is a function of the lifetime of individual nodes, and nodes belonging to
the same network can have widely di�erent lifetimes. Given the dependence on individual node
lifetimes, the network lifetime can be de�ned in many ways. Common de�nitions include the
time passed until the �rst node in the network dies, or the time when the last node dies.
The lifetime of a node depends on two components: the initial energy level of the batteries

and the individual computation, sensing and communication loads. The computation load is
usually negligible and most sensors are very energy e�cient. Hence, wireless communication is
usually the most energy-hungry component.
Considering that radio communication is the main energy drain, the lifetime of the network

depends on three main aspects: (i) the cost of transmitting a packet from one node to its
neighbor (communication primitive), (ii) the total amount of packets transmitted by all nodes
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in the network (transmission load), and (iii) the even distribution of packet transmissions
among nodes (load balance). Many works, mainly theoretical, have proposed a wide range of
techniques to optimize the load balance of the network. But, these studies do not consider (i)
the di�erent types of communication primitives present in actual protocols, (ii) that speci�c
implementations can change the total number of transmissions in the network, and (iii) that
environmental e�ects, such as temperature, can introduce further uncertainty on the lifetime.

Challenges

The aim of this report is to study the lifetime of current protocols considering �in a comprehen-
sive manner�: communication primitives, transmission loads and load balancing. This initial
framework will allow us to gain insights into the e�ects of phenomena a�ecting the lifetime of
batteries, such as temperature. Analyzing the lifetime of state-of-the-art protocols is not triv-
ial because they follow con�icting design guidelines. The de-facto standard collection protocol
used for the past 10 years, Collection Tree Protocol (CTP) [22], aims at minimizing the num-
ber of transmissions rather than to achieve load balancing or to use e�cient communication
primitives. Under these circumstances, a few nodes end up being heavily loaded because they
have to perform many (and expensive) transmissions. Overall, these design guidelines lead to
a fast depletion of energy in those heavily loaded nodes, which is especially detrimental for the
lifetime of large-scale networks [27]. On the other hand, recent protocols, like Opportunistic
Routing for Wireless Sensor Networks (ORW) [26], obtain a more balanced routing by using
e�cient communication primitives, but at the cost of increasing the number of transmissions
(compared to CTP). Given that ORW is a more recent protocol, it has not been used as widely
as CTP and it has not been thoroughly investigated either.

Problem Statement

Considering the current situation, there is an open question that has not been clearly answered
yet:

Which data collection method is better in terms of network lifetime? One prioritizing number
of transmissions over communication e�ciency and load balance (CTP) or vice versa (ORW)?

The problem is further complicated because network lifetime is not a clearly de�ned terminol-
ogy. Depending on the speci�c application, di�erent de�nitions can be applied. Thus it would
be interesting to investigate how these two protocols behave across these various de�nitions.
In this report, we do exactly that, we consider the entire spectrum of network lifetime: from
the �rst node that dies, to the last one, including all the fraction of nodes within these two
extremes.

Contributions

This work contains mainly two parts. First, an analytical framework is proposed to understand
the cost of communication primitives and load balance in CTP and ORW. Second, experiments
are conducted in testbeds to reveal insights about the death process of a network. The overall
contributions are:
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� Improving the existing energy model for CTP, which enhances the accuracy of the model
by up to 95% (Section 4.2.2).

� Creation of a new model for ORW (Section 4.2.2), and a comparison between the CTP
and ORW models (Section 4.2.2).

� Showing the e�ect of energy budgets, density, and scale on the lifetime of ORW and CTP
(Section 4.2.3). From our results we infer that under high densities, CTP will be more
vulnerable than ORW to phenomena a�ecting battery levels (such as temperature), while
at low densities the opposite is expected to be true.

4.2.2 Lifetime Model

Considering that most public testbeds do not allow direct measurements of energy consumption,
researchers have proposed indirect methods to estimate the energy consumption of nodes. By
and large, the most widely used method to estimate energy consumption is to keep track of
the duty cycle of the radio. In most scenarios radio communication accounts for most of the
energy drain, hence, by keeping track of the percentage of a time a radio is kept `on', i.e. by
keeping track of its duty cycle, we can estimate the node's energy consumption.
In this chapter, we introduce the existing duty cycle model for CTP and show how we improve

the model. Then we exploit the new CTP model to create a model for ORW, after which a
comparison is made between the two models. Throughout our work, we consider that both
protocols employ the low power listening method de�ned by BOX-MAC-2.

Model for CTP

Initially, most theoretical studies assumed a very simple model for the radio. The radio was
assumed to be always `on', consuming a constant energy in this stage, and an extra consumption
of energy was added during packet transmissions. The extra energy used during transmissions
depended on the distance between the transmitter and receiver, the longer the distance, the
higher the energy used. Once BOX-MAC-2 was designed, this model became obsolete for
two reasons. First, in BOX-MAC the radio is kept mainly `o�', and second, there is not
much di�erence between the energy used for transmission and reception, because the distances
covered by sensor nodes are very short. The authors of BOX-MAC [28] developed a simple duty
cycle model for low power listening, and later, the authors of the Broadcast Free Collection
Protocol [36] proposed a re�ned version after considering CTP's features. These models will
be explained in more detail later.
Our models and the SoA models assume that all nodes are duty cycled with the same wakeup

interval except the sink, which is always on. Having the sink always 'on' is a fair and common
assumption, since most sensor networks deployments actually do this in practice.
We mentioned in the introduction that nodes in the same network can have widely di�erent

lifetimes. In order to capture this di�erence, nodes are divided into three groups, as shown in
Figure 4.13: sink neighbors (nodes within one hop from sink), leaves (nodes with forwarding
load smaller than 1.51) and relays (the rest of the nodes).
1Ideally a leaf node should have a forwarding load of one, namely only forwarding its own packet. But in
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Figure 4.13: Node division

Given that our work extends the model described in [36], we will �rst describe that model.

Existing Model The model introduced in [36] considers the �ve basic communication primi-
tives contributing to CTP's duty cycle: (1) CCA (clear channel assessment) events, (2) Beacon
transmissions (3) Beacon receptions, (4) Unicast transmissions, and (5) Unicast receptions.
We will now introduce the �ve aforementioned primitives in detail. Table 4.1 summarizes our
notation, and Figure 4.14 and Figure 4.15 will help us understand the beacon and unicast
primitives.

(1) CCA events
Nodes keep their radios o� most of the time but they wakeup at every interval tw to perform
a channel assessment. The goal of this channel assessment is to see if there are any packets
being transmitted in the channel. Denoting tc as the duration of the channel assessment,
the contribution of CCA events to the duty cycle can be denoted as

∆rc =
tc
tw

(4.12)

(2) Beacon transmissions
At every interval tIBI , nodes send out beacons to broadcast their routing status. Given
that nodes wake up every tw to check the channel, nodes have to transmit their beacons for
a duration of tw to ensure that every neighbor receives the beacon, as shown is Figure 4.14.
Hence, the contribution of beacon transmissions to the duty cycle is

∆bs =
tw
tIBI

(4.13)

(3) Beacon receptions
When the network enters a steady routing state, the number of beacons received within a
beacon interval tIBI should be equal to the number of neighbors node i has. Denoting trx

practice a leaf node will occasionally forward other node's packet. We use this threshold to separate real
leaves and relays
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Symbol Value Description
tw 0.25s ∼ 1s Time of wake up interval
tc 12.5 ms Time required to perform CCA
trx 25/35 ms Time for receiving a packet2

ttx 26/36 ms
Time required to send a packet by the sink's
neighbors

tIBI 8 min
Time of beacon interval. Under stable sta-
tus, one node will send a beacon every 8 min-
utes

tIPI 1 min
Time of packet interval. Throughout our ex-
periment it's set to 1 minute

Table 4.1: Symbols and their default values

B B B B
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Node A
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Neighbor 2
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B

B
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trxtrx trx
Neighbor 3

Figure 4.14: A typical broadcast event in CTP

as the time required to receive a packet (shown in Figure 4.14), and Ni as the number of
neighbors, the contribution of these reception events to the duty cycle is

∆br =
trx
tIBI

Ni (4.14)

(4) Unicast transmissions
In CTP, every node has a parent that it should forward information to until the information
reaches the sink. A node will either transmit its own packet (generated every tIPI), or
forward the packets that are generated by other nodes. Figure 4.15 shows a typical unicast
process with BOX-MAC. A child node wants to send a packet to its parent node. Any
other nodes hearing the ongoing transmission will extend the 'on' time of the radio, but
will ignore the packet at the end (because the packet is not intended for that speci�c node).
When the parent node wakes up and detects the packet, it will send an acknowledgement.
This process is repeated at each hop until the packet reaches the sink.

This primitive's contribution to the duty cycle is related to two parameters: the amount
of time the radio needs to be on until the parent wakes up (rendezvous time), and the link
quality (if the link is of poor quality the radio will need to be kept on for a longer time
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Figure 4.15: A typical unicast transmission in CTP. The bold lines represent the radio `on' time
of the nodes.

to accommodate retransmissions). To simplify the problem and to capture the essence of
low power listening methods, here we assume that all links are perfect, i.e. 100% reliable.
This is a fair assumption, because CTP tends to select very good links. Considering that
the wakeup time of a potential parent is uniformly distributed within tw, the expected
rendezvous time is tw/2. Denotting Fi as the forwarding load of node i, the contribution
to unicast transmissions to the duty cycle is:

∆i
us =

tw/2

tIPI
Fi (4.15)

The above equation is only valid for relay nodes and leaf nodes. Considering that the sink's
neighbors do not need to wait for the sink to wake up (because the sink is always on), the
unicast sending time is just ttx. Hence, the contribution to unicast transmissions for the
sink's neighbors is:

∆′ius =
ttx
tIPI

Fi

(5) Unicast receptions
Letting Li denote the total number of packet receptions (both intended and unintended)
at node i, the contribution of unicast receptions to the duty cycle is

∆i
ur =

trx
tIPI

Li (4.16)

Summing up Equations 4.12 to 4.16 we get the �nal expression for the overall duty cycle of
a node:

∆CTP
dc = ∆rc + ∆bs + ∆br + ∆us + ∆ur (4.17)
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Figure 4.16: Existing model's performance

Improved Model We found that the previous model is not that accurate. We conducted
experiments in the Indriya testbed [18] with di�erent wakeup intervals tw. During the exper-
iments we monitored the duty cycle of nodes (using an internal timer to track the time the
radio was on), and we also collected information for the required parameters in the model,
namely Fi, Ni and Li. Figure 4.16(a) depicts a clear di�erence between the modeled values
and real measurements. Despite the good match that model's parameters have for leaves and
sink neighbors, we observe a dissimilarity as high as 148% for relay nodes. But relays are the
most critical group of nodes for network lifetime due to its high forwarding load, and hence we
need a more accurate model for them.
After breaking down the energy consumption of nodes into the 5 primitives mentioned in

Section 4.2.2, we obtain Figure 4.16(b). We can clearly see that ∆us, namely unicast transmis-
sions, constitute the major part of the duty cycle. Thus we can draw the conclusion that the
duty cycle of these events is overestimated.
The reason for this overestimation is shown in Figure 4.17. The e�ect depicted in this �gure

is also mentioned in [28] but it was neglected and not included in the model:

APA PA PA PA

PA A

Parent

Grand 

Parent

Child
PC

PC A

A

PC

PC A

PC

A

Figure 4.17: One transmission with multiple packets

To explain this phenomenon, we used a two hop communication consisting of a child, parent
and grandparent nodes. Before the parent node successfully delivers its packet to the grand-
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parent node, the child node generates a packet and sends it to the parent. At this time, the
parent node will �rst acknowledge the child's packet, and then put the packet into its queue.
Once the parent and grandparent establish a connection, the parent node will transmit both
packets during a single session (instead of using two sessions: one for each packet). Since the
rendezvous time (tw) is much longer than the time required to transmit a packet, this event is
equivalent to transmitting two packets for the cost of one. Due to this event, the forwarding
load Fi used in Equation 4.15 is inappropriate and overestimated.
We update the SoA equations with this e�ect. First, let us assume that during one ren-

dezvous session a node can transmit fextra additional packets besides the original one. Then,
Equation 4.15 becomes

∆us =
tw/2

tIPI

Fi
1 + fextra

(4.18)

We now model the circumstances under which fextra occurs. This e�ect can be divided into
the following two scenarios, illustrated in Figure 4.18:

AP P P

P A

Parent

Grand 

Parent

Child

PC

PC A

A

trendtw

Wakeup before 

parent

Wakeup after 

parent

Figure 4.18: The timing that triggers �one transmission with multiple packets" for CTP

(1) If the child node wakes up before the parent node, then it has a window of opportunity of
at most tw to transmit its packet to the parent during the current wakeup period. This
window of opportunity is denoted as the blue area in Figure 4.18. Any time longer than
tw will result in letting the parent node receive the packet in the previous wakeup period.

(2) If the child node wakes up after the parent node, then the parent node has an expected
rendezvous time of trend = tw/2 before transmitting its packet to the grandparent. Hence,
the child node must wake up within this period, i.e within the red area. Otherwise, the
child would need to wait for the subsequent wake up period.

Thus the total time available for the child node to inject a packet to cause a �multi-packet
transmission" is tw + 1

2 tw. Considering that a node generates a packet every tIPI , the cor-

responding probability for this phenomenon to occur is p =
tw+ 1

2
tw

tIPI
. Letting Q be the size

of the node's transmission queue, and Di be the number of children of node i, denoting
S = min(Q,Di), the expected value of fextra is given by:

fextra =
S∑
k=1

kCkDi
pk(1− p)Di−k
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But considering that the child node itself may also hold multiple packets, we can use the
actual forwarding load Fi to substitute Di

3. Then we get:

fextra =

S∑
k=1

kCkFi
pk(1− p)Fi−k (4.19)

We now can get a new model by substituting Equation 4.19 into Equation 4.18 to replace
Equation 4.15. Figure 4.22 shows the results of applying our new model. For the sink's
neighbors the values remain unchanged because the sink is always �on", and leaves are almost
not in�uenced (for they seldom forward packets). But Equation 4.18 evidently improves the
quality of the model for relay nodes.

Model for ORW

For ORW, the model is quite similar to the one of CTP, except for the fact that ORW doesn't
have beacon events. Strictly speaking, ORW does have something similar to beacons, but it
is only used at the very beginning and when a node cannot �nd a route. Thus it can be
neglected. CTP on the other hand, uses beacons aggressively at the beginning, and once the
routing topology is formed, it uses beacons every eight minutes to maintain the routes. Similar
to what we did in Section 4.2.2, we propose the following duty cycle model for ORW:

tctrx

AP P

A

Child

Potential

parent
P

tc trend

Potential

parent
Potential

parent

Figure 4.19: A typical anycast transmission in ORW. The bold lines represent the radio 'on'
time of the nodes.

(1) CCA events
Same as CTP. Please refer to equation (4.12).

(2) Anycast transmissions
Figure 4.19 shows a typical anycast process. Compared to unicast, nodes in ORW will

3Since the computation of combinatorials require an integer, we use the rounding result of Fi. But for conve-
nience, we still use the symbol Fi, and now S = min(Q,Fi).
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utilize any node that (1) wakes up �rst and (2) provides routing progress towards the
sink (instead of selecting a �xed parent). In this way, ORW signi�cantly shortens the
rendezvous time because ti does not need to wait until the designated parent wakes up.
The disadvantage of this routing method is that ORW tends to use routes that are longer
than CTP's, which increase the total number of transmissions in the network. Letting Pi
be the number of potential parents of node i, it can be proved that the expected rendezvous
time is tw

1+Pi
if we assume 100% reliable links [21].

ORW also has the same �multi-packet transmission" e�ect mentioned in Section 4.2.2,
because both protocols adopt the same MAC. Figure 4.20 depicts the e�ect using the same
classi�cation used for CTP (before and after the wake up of the parent):
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PC
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Potential 
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Wakeup before 

parent

Wakeup after 

parent

Figure 4.20: The timing that triggers �one transmission with multiple packets" for ORW

(1) The child node wakes up before a potential parent. To trigger the multi packet e�ect in
ORW, a node can wakeup at most trend before its potential parent. Any time longer than
trend will result in letting another potential parent acquire the packet.
(2) The child node wakes up after its potential parent. Under this circumstance, a node
also has trend to transmit a packet that triggers a multi-packet e�ect.

Thus the total time available for a child node to inject a packet is 2trend, which means that
the probability of this e�ect is p = 2tw

(1+Pi)tIPI
. Considering this probability, fextra is given

by:

fextra =

S∑
k=1

kCkFi
pk(1− p)Fi−k

And the �nal contribution of this primitive to the duty cycle is:

∆as =
tw

(1 + Pi)tIPI

Fi
1 + fextra

(4.20)

Again, considering that the sink is always on, for sink neighbors the equation simply be-
comes

∆as =
ttx
tIPI

Fi

(3) Anycast receptions
Same as CTP. Please refer to Equation (4.16), but here we represent it with ∆ar.
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Overall, the �nal equation describing the duty cycle of nodes running ORW is:

∆ORW
dc = ∆rc + ∆as + ∆ar (4.21)

Comparison of models

In this section we will make a preliminary comparison between the models derived for CTP
and ORW in the previous sections. Table 4.2 lists the primitives used in the models. From the
information in this table we can derive two clear results:

(1) For broadcast related primitives, ORW outperforms CTP under all conditions (because
ORW has no broadcast events during its steady state).

(2) For the other primitives, the two protocols have an almost identical energy consumption,
except for the complex unicast and anycast transmissions of non-sink neighbors nodes (top
sub-row of �Uni/Anycast Tx").

CTP ORW

CCA events tc
tw

tc
tw

Beacon Tx tw
tIBI N/A

Beacon Rx trx
tIBI

Ni

Uni/Anycast Tx
tw

2tIPI

Fi
1+fextra

tw
(1+Pi)tIPI

Fi
1+f ′extra

ttx
tIPI

Fi
ttx
tIPI

F ′i

Uni/Anycast Rx trx
tIPI

Li
trx
tIPI

L′i

Table 4.2: Comparison of each factor between CTP and ORW

Therefore we will breakdown the nodes into three groups, sink's neighbors, relays and leafs
to o�er a deeper view about the Uni/Anycast transmission on di�erent parts of the network.
Table 4.3 lists the results after removing common factors in each row:
Table 4.3 reveals some insights about both protocols (considering only Uni/Anycast trans-

mission):

(1) If a node has only one parent, then ORW performs identical to CTP for leaves. With two
or more potential parents, ORW is much better in terms of duty cycle. Hence, overall, the
higher the density the better ORW should perform.

(2) The sink's neighbors' Uni/Anycast transmissions are only related to their forwarding load.
Thus a more balanced routing protocol can put o� the �rst occurrence of failure among
sink neighbors. In general, ORW is more balanced than CTP, hence ORW should do a
better job in maximizing the minimum lifetime of the sink's neighbors.
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CTP ORW

Leaves 1/2 1
Pi+1

Sink neighbors F ctpi F orwi

Relays 1
2(1+fextra)F

ctp
i

1
(Pi+1)(1+f ′extra)

F orwi

Table 4.3: Comparison of Uni/Anycast transmission primitives among leaves, sink neighbors
and relays

However, for relays the model indicates a complex interaction among load balance, commu-
nication primitives and particular phenomena, such as the multi-packet e�ect. Therefore, to
obtain a clear comparison, we ran three one-hour experiments with a wakeup interval 1s. Then
we extracted the parameters from the traces for the three types of nodes and averaged them.
The results are listed in Table 4.4.

CTP ORW

Classes SN RL LF SN RL LF

Forwarding Load 5.96 5.13 1.01 4.22 2.95 1.24

# of Parents 1 1.20 1.04 1.21 10.26 1.21

fextra N/A 0.1 0.01 N/A 0.01 0

Table 4.4: Parameter-based evaluation of duty cycle. SN: sinks neighbors, RL: relays, LF:
leaves.

From Table 4.4 we can get the following information:

(1) For ORW the e�ect of multiple transmissions in one rendezvous session can be neglected.

(2) CTP's relays have higher average load than ORW. Now, considering that Equation 4.18
and Equation 4.20 also capture the cost of communication primitives (besides forwarding
load), we hyphotesize that relay nodes in CTP have a double burden: they perform many
transmissions and each transmission is more expensive than in ORW.

4.2.3 Validation and Veri�cation (D-2.3)

In this chapter we �rst show testbed results that validate the model constructed in Chap-
ter 4.2.2. Next we present additional experiments related to network lifetime and analyze the
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results. We'll show how the network lifetime is a�ected by the energy budget, node density
and network scale. Last we'll discuss some peculiar phenomena at low densities.

Experimental Setup

This section introduces the common settings for all the experiments. The settings that are
particular to each type of experiment will be discussed in the corresponding sections.

General Conditions We try to keep each protocol �as it is", but there are still some things
we modify. The main discrepancies between the default implementation and our modi�cations
are list next, together with the reasons for these changes.

� CCA Time
This is a parameter that controls the duration of the Clear Channel Assessment (CCA),
that is, the amount of time that the node remains awake every time it wakes up. According
to [28], the CCA time should be tc = tbackoff + tack, where tbackoff is the CSMA back
o� time, and tack is the delay of the acknowledgement. The default value is set to 6 ms,
which may lead to the following undesirable scenario, depicted in Figure 4.21:

P P

Parent

Child
P P P

Too short

Figure 4.21: CCA time is so short that parent node misses the packets

Since the default CCA time is shorter than the interval between two packets, it's possible
that the parent node wakes up just between two consecutive transmissions of the child.
If this occurs, the child node has to wait for at least another tw to rendezvous with its
parent. For the next time there is also no guarantee that they will detect each other.
This is not a desired behavior. It is advised in the TinyOS source code to increase this
value according to the speci�c platform. Thus, we increase the CCA time to about 12
ms, which is just long enough to avoid this potential problem.

� Packet Interval
This parameter controls how frequently a node generates data. The default values for
CTP and ORW are 2 packet/min and 0.25 packet/min, respectively. In our experiments
they are both set to 1 packet/min, which provides a data rate that is common to sensor
networks applications, while still guaranteeing that enough data packets are transmitted
to analyze the lifetime of the network (some public testbeds only allow slots of 30 minutes
and hence the data rate can not be too low).

We always employ the data collected ten minutes after the startup of the network to ensure
that the results are not in�uenced by the high variability of the starting phase.
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Testbed Speci�cation We conduct our testbed experiments in Indriya, a publicly available
testbed containing 100 active nodes (July, 2014). The sink is located at the corner of the
testbed to ensure the largest possible diameter of the network in terms of number of hops.

Model Validation

This section validates our model with empirical results from the Indriya testbed. Results for
CTP and ORW are presented separately in the following sections. To validate our models for
both protocols, we used the following procedure: while running the protocols we measured the
duty cycle of the nodes, which represent the ground truth, and we also measured the required
parameters for our models (forwarding load, listening load and number of potential parents).
The goal is to observe if the duty cycle estimated by using these parameters is similar to the
actual duty cycle measured at the nodes.

Results for CTP We measure the duty cycle under di�erent wakeup intervals, ranging from
250 ms to 16 s. The duty cycle is calculated as ∆ = ton

tall
, where ton is the total time when the

radio is on, and tall stands for the duration of the measurement. Every experiment lasts for one
hour in total. For each wakeup interval we run the experiment three times. The average duty
cycles and their corresponding standard deviations are plotted in Figure 4.22. The dashed lines
represent the SoA model while the solid lines represent our new model. Table 4.5 quanti�es
the improvement of our model compared to the SoA model. The improvement of our model is
calculated as:

improvement =
|∆oldmodel −∆real| − |∆newmodel −∆real|

∆real

where ∆real represents the real measured duty cycle, ∆oldmodel stands for the value calculated
by the SoA model, and ∆newmodel is the value calculated by our model.

tw(s) 2−2 2−1 20 21 22 23 24

∆
m

o
d
e
l−

∆
r
e
a
l

∆
r
e
a
l

(%
)

Old Model 19.83 28.37 52.17 45.26 56.38 66.03 118.81

New Model 19.05 25.36 43.21 29.81 15.83 -3.24 6.43

Improvement(%) 3.90 10.59 17.19 34.14 71.92 95.09 94.59

Table 4.5: Comparison between old and new models against real measurements in detail for

CTP

From the results we can clearly see that our new model successfully:

� Reduces the overestimation in the old model by 95.09% for relay nodes. The smallest
error against real measure values is only 3.24%.

Copyright © 2015 RELYonIT consortium: all rights reserved page 79



RELYonIT
Dependability for the Internet of Things

Report on Protocol Models & Validation and Veri�cation

2-3 2-2 2-1 20 21 22 23 24 25

Wakeup Interval (s)

0

10

20

30

40

50

60

70

Du
ty

 C
yc

le
 (%

)
old_model_ctp_sinkN
old_model_ctp_relay
old_model_ctp_leaf
model_ctp_sinkN
model_ctp_relay
model_ctp_leaf

Figure 4.22: Result of new model after applying the �x

� Maintains good performance for leave nodes and sink neighbors.

Thus we claim that our model is a good improvement over the SoA.

Results for ORW To have a fair comparison with CTP, the experimental setups for ORW
are identical to the ones for CTP. Please refer to Section 4.2.3 for more details. Given that
there is no existing model for ORW, we quantify the advantages of identifying the problem
described in Section 4.2.2 by comparing two models: the model that does not consider the
e�ect in Section 4.2.2 is called �direct ported model", and the one considering this e�ect is
called the �new model". Figure 4.23 and Table 4.6 provide our results.
Similarly to CTP, the model for ORW also reduces the overestimation of duty cycle for relays.

This improvement con�rms that the multiple-packets-transmission event is a phenomenon that
needs to be considered.
However, unlike CTP results, we observe an underestimation of the duty cycle for leaves

nodes. We hypothesize that this occurs due to our assumption of perfect links. This assumption
is not a problem for CTP because CTP tends to choose links with high quality. But, ORW
utilizes a pool of potential parents whose links' quality change continuously in time. This means
that at a given time, the actual number of parents that are quali�ed to forward the packet is
less than the total number of parents observed up to that time. For Pi we use the total number
of parents, and thus, we overestimate this parameter. Recalling Equation 4.20, we see that
if Pi is overestimated, it will result in an underestimation on ∆as. Therefore, when applying
our model, a penalty on the potential number of parents should be taken into consideration,
depending on the link communication quality.
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Figure 4.23: Comparison between the direct ported model and the new model for ORW

tw(s) 2−2 2−1 20 21 22 23 24

∆
m

o
d
e
l−

∆
r
e
a
l

∆
r
e
a
l

(%
)

Old Model 5.74 4.73 -12.72 -28.61 -13.49 42.71 139.72

New Model 5.74 4.70 -12.87 -29.37 -16.91 23.18 58.61

Improvement(%) 0.07 0.62 -1.13 -2.64 -25.29 45.72 58.05

Table 4.6: Comparison between the direct ported model and the new model against real mea-

surements for ORW

Experiments on network lifetime

In this section we conduct experiments related to network lifetime, and explain the results
using the models constructed in Chapter 4.2.2. We use the radio `on' time as a proxy for
energy consumption. Each node is given a �xed amount of energy budget in terms of radio `on'
time. Once a node exhausts its budget, it will shut down as if it �dies". In this way we can
capture the dying process of the network.
There are many de�nitions of network lifetime related to speci�c applications. We cannot

give an evaluation that covers every aspect. In our evaluation we focus on the following points:
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� Illustrate the dying process using the total number of nodes alive

� Illustrate the dying process using the number of total connected nodes that have paths
to the sink

� Illustrate the dying process for di�erent classes of nodes (sink neighbors, leaves and relays)

In�uence of Energy Budget Considering that we do not have battery models, in this section
we present results for di�erent values of initial energy to reveal the in�uence of the energy budget
on network lifetime. In the next section, we describe brie�y how temperature e�ects can reduce
the lifetime of batteries. Thus, these two sections give a rough idea of hot temperature can
a�ect the lifetime of data collection networks.
Figure 4.24 to Figure 4.27 depict the dying process of the network when the energy limits

are 128s and 256s. Figure 4.24 and Figure 4.26 re�ect the dying process in terms of the total
number of nodes alive. Every point shows the average result from three experiments, and the
standard deviations.
To have a more detailed view of the dying process, Figure 4.25(a) and Figure 4.27(a) compare

the total number of received packets by the network (top graph), the total throughput of
the network (middle graph) and the dying process of each group of nodes (bottom graph).
Figure 4.25(b) and Figure 4.27(b) show the relationship between the dying time and the number
of hops to the sink. Nodes with higher loads have darker colors.
From the results we can see that, almost at any point, either in terms of the total number

of nodes alive or from the perspective of di�erent classes of nodes, ORW has longer lifetimes
than CTP. This is not surprising, as in Chapter 4.2.2 we already showed that for every indi-
vidual node, each transmission in ORW takes shorter rendezvous time than CTP. And from
Figure 4.25(b) we can see a more evenly distributed load for ORW, which helps to avoid some
nodes from dying too fast.
Overall, having a longer lifetime allows ORW to deliver more packets for the same initial

energy budget. And as the energy budget increases, the advantage of ORW becomes stronger.
For the experimental setups in this section, we did not observe a big di�erence between

the lifetimes of connected nodes (having a path to the sink) and all nodes (connected and
disconnected), shown in Figure 4.28. This is probably due to the good connectivity of the
network. With a high density, nodes can easily �nd new parents when some of its neighbors
die. If the density is low, there would be fewer nodes that can provide routing progress, thus
the number of potential parents Pi would decrease for ORW. Equation 4.20 predicts that if Pi
is close to 1, then the advantage of ORW's anycast will diminish. So it would be interesting
to explore how the network would perform with lower densities, which will be addressed in the
following section.

In�uence of Temperature on Battery Lifetime If we consider the previous section as a
function f(battery's energy) that maps the battery's energy level to the network lifetime, this
section gives an initial qualitative description of what could be a function g(temperature) that
captures the e�ect of the environmental temperature on the battery's energy level. Hence, with
extra work, the combination of these two functions f(g(temperature)) would capture the e�ect
of temperature on the network lifetime.
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Figure 4.24: Dying process with energy limit 128s in terms of all nodes
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Figure 4.25: Dying process with energy limit 128s of one run

Typically batteries are made to work optimally at room temperatures; from 25◦C to 27◦C [1,
2]. This means that the size and internal chemistry of a battery is optimized for best perfor-
mance at room temperature. Any signi�cant variations in the room temperature results in
either a lower battery capacity or shorter lifetime. In the short term, operating a battery at
higher temperatures improves its capacity as high temperature result in lowering the battery's
internal resistance and speeding up the chemical metabolism. However, if high temperatures
persist for a long period of time, the lifetime of the battery is reduced [1, 2]. The exact relation
between temperature and battery lifetime, depends on the type and manufacturer of the bat-
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Figure 4.26: Dying process with energy limit 256s in terms of all nodes
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Figure 4.27: Dying process with energy limit 256s of one run

tery. As a guideline, every 8◦C increase in temperature reduces the life of a lead acid battery in
half. That is, a lead acid battery that would last a period t at 25◦C (room temperature) would
only last for t/2 if operated at 33◦C. According to our lifetime models, high temperatures would
accelerate the death of all nodes, in particular relay nodes, which are the nodes whose death
bootstraps the overall death process. Also, asynchronous shortest-path-based protocols, like
CTP, would lead to even shorter network lifetimes, as compared to asynchronous opportunistic
protocols like ORW.
In contrast to high temperature e�ects, colder than room temperatures reduce the capacity
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Figure 4.28: Lifetime of connected nodes vs all nodes

of a battery but increases its lifetime. This is because cold temperature increases the internal
resistance of the battery by slowing down the chemical metabolism. A lead acid battery that
would provide 100% percent capacity at 27◦C will typically deliver only 50% at −18◦C [2].
The general relationship of low temperature and battery performance holds when a battery of
di�erent type is being used, however the speci�cs are di�erent for other types of batteries. For
instance, in [43], the authors report that a plug-in hybrid electric vehicle (PHEV) battery's
lifetime reduces 3 years (or 10%) when used in Phoenix as compared to Miami, USA. This is
because, the summer in Phoenix was on average 5.5◦C hotter than summer of Miami. In [38],
a battery lifetime model for wireless sensor networks is proposed, however this model does not
discuss in detail how battery lifetime is a�ected by the variation in temperature. Overall, lower
temperatures may a�ect the correct operation of the electronics, because of the lower input
current, but the lifetime should increase.

In�uence of Network Density In these experiments, we select one third of the total nodes in
the network in an even manner. Under this condition, 29 connected nodes are reported. All
other parameters are kept the same as in the previous section. The energy limit is set to 128s.
Figure 4.30 shows the result after reducing the node density. Di�erent from Figure 4.28,

there is a signi�cant di�erence in the dying process. In sparse networks, extending the lifetime
of nodes becomes more critical than in dense networks, because some nodes may be the only
choice towards the sink for their children. This �bottleneck" e�ect explains why there is a sharp
drop in throughput (Figure 4.30(a)).
Under low densities, we can see clearly that ORW performs worse than CTP in at least

two aspects: energy consumption and throughput. For energy consumption, although both
protocols die earlier than the experiments in the previous section, ORW su�ers more. This
is counter intuitive, since even with Pi equals one, our model suggests that ORW should ap-
proximate CTP's performance, rather than performing evidently worse. Another important
aspect we should notice is that ORW never reaches the maximum possible throughput, while
CTP does a good job. This indicates that ORW may su�er from some inherent issues that
may be related to actual implementation rather than the design of the protocol. Before we go
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Figure 4.29: Dying process after reducing the density, with energy limit 128s
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Figure 4.30: Dying process with energy limit 128s of one run, 29 nodes with low density

into a further discussion, �rst let us prove that it's indeed density and not network scale what
in�uences the performance of the two protocols.

In�uence of Network Scale In this section, we run experiments with the same number of
nodes used in Section 4.2.3 (29 nodes). We carefully select the nodes so that the density is
close to the environment in 4.2.3. Figure 4.31(a) shows that for the most part, the curves of
ORW and CTP overlap with each other, suggesting that their performance is similar. Compared
to Figure 4.30, the only di�erence is density. Thus we can con�rm that it is a low-density rather
than a small-scale what makes ORW perform worse. In order to have a deep understanding
about why this happens and to capture some details that cannot be traced by the logging inside
the code, we decided to perform some simulations.

Copyright © 2015 RELYonIT consortium: all rights reserved page 86



RELYonIT
Dependability for the Internet of Things

Report on Protocol Models & Validation and Veri�cation

0

500

1000

1500

2000

#
 o

f
 R

e
ce

iv
e
d
 P

a
ck

e
ts

CTP>ORW
ORW>CTP

0
5

10
15
20
25
30

T
h
ro

u
g
h
p
u
t

(p
a
ck

e
ts

/m
in

)

CTP
ORW

20 40 60 80 100 120 140
Time (min)

0

20

40

60

80

D
ie

P
e
rc

e
n
ta

g
e
 (

%
)

ORW_LF

ORW_RL

ORW_SN

CTP_LF

CTP_RL

CTP_SN

(a) Dying process of di�erent

classes of nodes

0 20 40 60 80 100 120 140 160 180
0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0

H
o
p
s 

to
 s

in
k

CTP

1.5
3.0
4.5
6.0
7.5
9.0
10.5

0 20 40 60 80 100 120 140 160 180
Time (min)

0.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0

H
o
p
s 

to
 s

in
k

ORW

1.5
3.0
4.5
6.0
7.5
9.0
10.5

(b) Relationship among dying time,

hops to sink and load

Figure 4.31: Dying process with energy limit 128s of one run, 29 nodes with high density

Discussion on Peculiar Phenomenon

We run our simulations in Cooja [33], a simulator that was developed for the Contiki operating
system. We use the Unit Disk Graph Model with exponential distance loss as the radio model.
This is an ideal transmission model that does not hold in practice, but it is a good model
to identify problems in the implementation of protocols. Each node has a start delay chosen
randomly within 10s to avoid synchronization. The network is a 6x6 grid, in which every node
can talk to at most eight neighbors around it. We simulated ORW for 1 hour without energy
limits. Through simulations we identify the following possible reasons why ORW performs
worse in low-density networks:

(1) Parent becoming child

AP P

A

A

P
B

P P

A

P P

P

A

Duplicate, ignore

Figure 4.32: Parent becoming child

Figure 4.32 depicts one of the reasons why ORW performs poorly at low densities. Node A
successfully delivers the packet to B, but due to the low density, B cannot �nd a suitable
parent to forward this packet. B has to keep on transmitting until it receives an acknowl-
edgement from some node. If the transmission lasts too long, a penalty will be added to B's
routing metric. When B's metric increases beyond a certain threshold, even the original
child A will be able to satisfy the requirement, i.e. a loop occurs. At this time, if A receives
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the packet, it will acknowledge it, because its own routing metric is quali�ed to forward
this packet. Given that node A has already seen this packet before, the packet will be
regarded as a duplicate and will be ignored, leading to a packet lost.

(2) Receiving multiple packets and sending a single ack to the wrong node

P2

P1

A2

Grand

Parent
P1

Parent

Child
P1

P2

A2

A2

P1
. . .P1

P1

P2

Figure 4.33: Wrong acknowledgement

Figure 4.33 shows another undesirable e�ect. After the parent node receives the child's
packet, a grandparent's packet arrives before the parent issues the required acknowledge-
ment to the child. Normally, the parent node should only acknowledge the packet from
child node, but in this case, it wrongly sends out an acknowledgement for the packet from
the grandparent node.

This event directly stops the grandparent's transmission, since it receives an acknowledge-
ment and there is no need to continue transmitting the strobe of packets. But the parent
node is not able to forward this packet, as it has a higher (worse) routing metric than its
grandparent. This cause the packet from grandparent to be lost. In the meantime, the child
node continues transmitting its packet, because no acknowledgement has been received for
it. This causes an extra transmission time, which increases the duty cycle of the child node.

(3) Although an acknowledgement is received, the original sender keeps on transmitting

AP P

A
Parent

P

Child

P

P P P

Figure 4.34: Original sender still keep sending after receiving an acknowledgement

As shown in Figure 4.34, although the child node receives the acknowledgement, instead of
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stopping the transmission of packets, it still keeps sending. This leads to an unnecessary
long transmission time, and consequently, to a higher energy consumption.

(4) An acknowledgement is sent when receiving the packet for the second time instead of the
�rst
Instead of acknowledging the packet immediately upon the �rst reception, the parent node
sends out the acknowledgement after the second time it receive the packet (Figure 4.35).
Sometimes this is not a problem (except for the extra unnecessary transmission), but in
some instances we observe packet suppressions by the parent, which leads to packet losses.

P P

Parent
P

Child

AP

AP

Figure 4.35: Acknowledgement is sent when receiving the packet for the second time

Overall, scenarios 1, 2, and 4, lead to packet losses. Even though all these scenarios can occur
in high density networks, sparse networks have a higher probability of triggering such events.
Scenario 3 does not necessarily lead to a packet loss, but it increases the nodes' duty cycle since
the nodes needs to transmit for an extra time that is not needed. Among the aforementioned
scenarios, scenario 2 can also be found in CTP, thus we hypothesize that it may be related to
the MAC layer's implementation or hardware issues. The rest of scenarios only occurs in ORW,
thus we owe them to the �aws in the implementation of ORW.
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5 Conclusions

This deliverable gives closure to the multi-level modeling approach proposed in the Description
of Work. A central argument of our consortium has been that to understand and overcome the
pernicious e�ects of temperature and interference on the operation of sensor and actuator net-
works, we need to model �rst the environment, then the platforms deployed on the environment,
and �nally the protocols operating on the platforms. The initial e�orts in WP1 (Environmental
and Platform models) paved the way for the modeling and validation of our protocols in WP2
(Tasks 2.3 and 2.4).

Overall, our contributions can be classi�ed in two macro groups. First, to overcome interfer-
ence, we modeled and validated four protocols that are intrinsically connected to each other:
JAG, MiCMAC, Estimation of Packet Reception Rate, and Radio Energy Prediction. Consid-
ering that the main detrimental e�ect of interference is that of dropping packets, nodes should
�rst try to identify a channel with low interference. To this end, we modeled an agreement
protocol that would allow nodes to jump to a common low-interference channel (JAG) and
a protocol that jumps over many di�erent channels until encountering a low-interference one
(MiCMAC). For scenarios where all channels are under interference, we propose (i) a variable
packet size method that minimizes the packet loss by (probabilistically) adjusting the packet
size to the length of the idle periods, and (ii) a radio energy prediction method that optimizes
the use of channel checks to reduce the energy consumption of nodes. Second, to overcome
temperature, we modeled two protocols. One model captures the impact of temperature on the
delivery rate (TempMAC). This model includes the various parameters derived for the platform
model in WP1. The other protocol, TempLife, is a general framework to analyze the impact of
temperature on the network's lifetime.
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